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#### Abstract

For a linear time-invariant control system defined by a linear differential equation of the $n$-th order with a multidimensional state, input and output, we set and study the problem of arbitrary matrix eigenvalue spectrum assignment by linear static output feedback. We obtain controllability-like rank conditions that are necessary and sufficient for the problem of arbitrary matrix eigenvalue spectrum assignment and are sufficient for the problem of arbitrary eigenvalue spectrum assignment by linear static output feedback. It is proved that, in particular cases, when the system has block scalar matrix coefficients, these conditions can be relaxed. The obtained results generalize the known results for the corresponding problem by static state feedback and by static output feedback in the case of the one-dimensional equation. Examples are presented to illustrate the results.
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## 1. Introduction

The problem of eigenvalue spectrum assignment relates to the classical problems of mathematical control theory. Consider a linear control system

$$
\begin{equation*}
x^{(n)}+a_{1} x^{(n-1)}+\ldots+a_{n} x=b_{1} u \tag{1}
\end{equation*}
$$

Here $x \in \mathbb{K}$ is a state, $u \in \mathbb{K}$ is a control, $a_{i} \in \mathbb{K}, i=\overline{1, n}, b_{1} \in \mathbb{K}$ are constants, $\mathbb{K}=\mathbb{R}$ or $\mathbb{K}=\mathbb{C}$. System (1) is called arbitrary eigenvalue spectrum assignable (AESA) by linear static state feedback (LSSF) if for any $\gamma_{i} \in \mathbb{K}, i=\overline{1, n}$, there exists a linear state feedback control

$$
\begin{equation*}
u=k_{1} x^{(n-1)}+\ldots+k_{n} x \tag{2}
\end{equation*}
$$

such that the closed-loop system (1), (2) has the form

$$
\begin{equation*}
x^{(n)}+\gamma_{1} x^{(n-1)}+\ldots+\gamma_{n} x=0 \tag{3}
\end{equation*}
$$

It is clear that if $b_{1} \neq 0$, then the feedback control (2), where $k_{i}=b_{1}^{-1}\left(a_{i}-\gamma_{i}\right), i=\overline{1, n}$, reduces system (1) to the form (3), i.e., the problem is resolvable. In particular, one can ensure required asymptotics to solutions of (3) (e.g., stability or instability etc.). If $b_{1}=0$, then system (1) is not controllable, and the problem is not resolvable.

Consider a linear control system in the vector form

$$
\begin{equation*}
\dot{z}=F z+G v . \tag{4}
\end{equation*}
$$

Here $z \in \mathbb{K}^{r}$ is a state, $v \in \mathbb{K}^{q}$ is a control, $F \in M_{r}(\mathbb{K}), G \in M_{r, q}(\mathbb{K}), M_{r, q}(\mathbb{K})$ is a space of $r \times q$-matrices with elements of $\mathbb{K}, M_{r}(\mathbb{K}):=M_{r, r}(\mathbb{K})$ (we will denote $M_{r, q}:=M_{r, q}(\mathbb{K})$, $M_{r}:=M_{r}(\mathbb{K})$ ). System (4) is called AESA by LSSF if for any $\delta_{i} \in \mathbb{K}, i=\overline{1, r}$, there exists a linear state feedback control

$$
\begin{equation*}
v=L z \tag{5}
\end{equation*}
$$

with $L \in M_{q, r}(\mathbb{K})$ such that the characteristic polynomial $\chi(F+G L ; \lambda)$ of the matrix of the closed-loop system

$$
\dot{z}=(F+G L) z
$$

satisfies the condition

$$
\chi(F+G L ; \lambda)=\lambda^{r}+\delta_{1} \lambda^{r-1}+\ldots+\delta_{r} .
$$

It was proved (in [21] for $\mathbb{K}=\mathbb{C}$ and in [35] for $\mathbb{K}=\mathbb{R}$ ) that system (4) is AESA by LSSF (5) iff system (4) is completely controllable, i.e.,

$$
\begin{equation*}
\operatorname{rank}\left[G, F G, \ldots, F^{r-1} G\right]=r \tag{6}
\end{equation*}
$$

Consider the corresponding problem for the differential equation (1) when the state vector and the control vector are multidimensional. Let $s \in \mathbb{N}$ be given. Consider a linear control system

$$
\begin{equation*}
x^{(n)}+A_{1} x^{(n-1)}+\ldots+A_{n} x=B_{1} u . \tag{7}
\end{equation*}
$$

Here $x \in \mathbb{K}^{s}$ is a state vector, $u \in \mathbb{K}^{s}$ is a control vector, $A_{i} \in M_{s}(\mathbb{K}), i=\overline{1, n}$, $B_{1} \in M_{s}(\mathbb{K})$ are constant matrices.

Definition 1. We say that system (7) is arbitrary matrix eigenvalue spectrum assignable (AMESA) by LSSF if for any $\Gamma_{i} \in M_{s}(\mathbb{K}), i=\overline{1, n}$, there exists a linear static state feedback control

$$
\begin{equation*}
u=K_{1} x^{(n-1)}+\ldots+K_{n} x \tag{8}
\end{equation*}
$$

where $K_{i} \in M_{s}(\mathbb{K})$, such that the closed-loop system has the form

$$
\begin{equation*}
x^{(n)}+\Gamma_{1} x^{(n-1)}+\ldots+\Gamma_{n} x=0 . \tag{9}
\end{equation*}
$$

The following proposition is evident.
Proposition 1. System (7) is AMESA by LSSF iff det $B_{1} \neq 0$.
In fact, if $\operatorname{det} B_{1} \neq 0$, then the feedback control (8), where

$$
K_{i}=B_{1}^{-1}\left(A_{i}-\Gamma_{i}\right), \quad i=\overline{1, n},
$$

reduces system (7) to system (9). Vice versa, if $\operatorname{det} B_{1}=0$, then it is clear that not for any $\Gamma_{i} \in M_{n}(\mathbb{K}), i=\overline{1, n}$, there exists a feedback control (8) that reduces system (7) to system (9).

By using the standard replacement $z_{1}=x, z_{2}=x^{\prime}, \ldots, z_{n}=x^{(n-1)}$, one can rewrite the control system (7), (8) in the form (4), (5) where $z=\operatorname{col}\left[z_{1}, \ldots, z_{n}\right] \in \mathbb{K}^{n s}$, $v=u \in \mathbb{K}^{s}$,

$$
\begin{gather*}
F=\left[\begin{array}{ccccc}
0 & I & 0 & \cdots & 0 \\
0 & 0 & I & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & I \\
-A_{n} & -A_{n-1} & -A_{n-2} & \cdots & -A_{1}
\end{array}\right], \quad G=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
B_{1}
\end{array}\right],  \tag{10}\\
L=\left[K_{n}, K_{n-1}, \ldots, K_{1}\right], \quad r e n s, \quad q=s .
\end{gather*}
$$

Here $0 \in M_{s}, I \in M_{s}$ is the identity matrix. We say that system (4) with matrices (10) is the big system corresponding to system (7). System (7) is called AESA by LSSF if the corresponding big system (4), (10) is AESA by LSSF. If det $B_{1} \neq 0$, then it is easy to see that $\operatorname{rank}\left[G, F G, \ldots, F^{n-1} G\right]=n s$. It follows that condition (6) is satisfied. Thus, the following proposition holds.

Proposition 2. If $\operatorname{det} B_{1} \neq 0$ then system (7) is AESA by LSSF (8).
Remark 1. In contrast to Proposition 1, the condition $\operatorname{det} B_{1} \neq 0$ in Proposition 2 is only sufficient but not necessary. The following example shows this. Let $n=2, s=2$,

$$
A_{1}=\left[\begin{array}{cc}
0 & -1  \tag{11}\\
1 & 0
\end{array}\right], \quad A_{2}=\left[\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right], \quad B_{1}=\left[\begin{array}{ll}
1 & 1 \\
0 & 0
\end{array}\right]
$$

One can check that, for system (4), (10), (11), condition (6) holds, i.e., system (4), (10), (11) (and, hence, system (7)) is AESA by LSSF but det $B_{1}=0$. This example shows, in particular, that, for system (7), the properties of AMESA and AESA by LSSF are different.

Consider a control system defined by a linear differential equation of $n$-th order where the input is a linear combination of $m$ variables and their derivatives of order $\leq n-p$ and the output is a $k$-dimensional vector of linear combinations of the state $x$ and its derivatives of order $\leq p-1(1 \leq p \leq n)$ :

$$
\begin{gather*}
x^{(n)}+a_{1} x^{(n-1)}+\ldots+a_{n} x= \\
=b_{p 1} u_{1}^{(n-p)}+b_{p+1,1} u_{1}^{(n-p-1)}+\ldots+b_{n 1} u_{1}+\ldots  \tag{12}\\
+b_{p m} u_{m}^{(n-p)}+b_{p+1, m} u_{m}^{(n-p-1)}+\ldots+b_{n m} u_{m}, \\
y_{1}=c_{11} x+c_{21} x^{\prime}+\ldots+c_{p 1} x^{(p-1)}, \quad \ldots, \\
y_{k}=c_{1 k} x+c_{2 k} x^{\prime}+\ldots+c_{p k} x^{(p-1)} \tag{13}
\end{gather*}
$$

Here $x \in \mathbb{K}$ is a state variable, $u_{\alpha} \in \mathbb{K}$ are control variables, $y_{\beta} \in \mathbb{K}$ are output variables, $a_{i}, b_{l \alpha}, c_{\nu \beta} \in \mathbb{K}, i=\overline{1, n}, l=\overline{p, n}, \nu=\overline{1, p}, \alpha=\overline{1, m}, \beta=\overline{1, k}$. Let us construct the vectors $u=\operatorname{col}\left(u_{1}, \ldots, u_{m}\right) \in \mathbb{K}^{m}, y=\operatorname{col}\left(y_{1}, \ldots, y_{k}\right) \in \mathbb{K}^{k}$.

Suppose that the control in system (12), (13) has the form of linear static output feedback (LSOF):

$$
\begin{equation*}
u=Q y \tag{14}
\end{equation*}
$$

Here $Q=\left\{q_{\alpha \beta}\right\} \in M_{m, k}(\mathbb{K}), q_{\alpha \beta} \in \mathbb{K}, \alpha=\overline{1, m}, \beta=\overline{1, k}$. System (12), (13) is called $A E S A$ by LSOF if for any $\gamma_{i} \in \mathbb{K}, i=\overline{1, n}$, there exists a linear static output feedback control (14) such that the closed-loop system (12), (13), (14) has the form (3). System (12), (13) with (14) is a generalization of system (1) with (2): in the case if $m=1, p=n$,
$k=n$, and $\left\{c_{i j}\right\}_{i, j=1}^{n}=I \in M_{n}$, system (12), (13), (14) is coinciding with (1), (2). The conditions imposed on the orders of derivatives in (12) and (13) are natural because one needs the orders of the derivatives on the right-hand side of the closed-loop system to be less than $n$ (see also [44]).

In the vector form, the problem of eigenvalue spectrum assignment by LSOF is as follows. For time-invariant plant described by

$$
\dot{z}=F z+G v, \quad \xi=H z
$$

with $z \in \mathbb{K}^{r}, v \in \mathbb{K}^{q}, \xi \in \mathbb{K}^{d}, F \in M_{r}(\mathbb{K}), G \in M_{r, q}(\mathbb{K}), H \in M_{d, r}(\mathbb{K})$, one needs to construct a linear static output feedback control

$$
v=L \xi
$$

with $L \in M_{q, d}(\mathbb{K})$ ensuring for the characteristic polynomial $\chi(F+G L H ; \lambda)$ of the matrix of the closed-loop system

$$
\begin{equation*}
\dot{z}=(F+G L H) z \tag{15}
\end{equation*}
$$

the equality

$$
\begin{equation*}
\chi(F+G L H ; \lambda)=\lambda^{r}+\delta_{1} \lambda^{r-1}+\ldots+\delta_{r} \tag{16}
\end{equation*}
$$

with an arbitrary pregiven $\delta_{i} \in \mathbb{K}, i=\overline{1, r}$.
The static output feedback problem of eigenvalue assignment is one of the most important open questions in control theory [24,3], see also reviews [29,25,28]. This problem has been studied for over 40 years by many authors. The most essential results at different times have been obtained by Davison and Wang [7] ( $\mathbb{K}=\mathbb{R}$ ), Kimura [16] $(\mathbb{K}=\mathbb{R})$, Hermann and Martin [14] $(\mathbb{K}=\mathbb{C})$, Willems and Hesselink [34] ( $\mathbb{K}=\mathbb{R}$ ), Brockett and Byrnes [4] $(\mathbb{K}=\mathbb{C})$, Wang $[31,32](\mathbb{K}=\mathbb{R})$, Rosenthal, Schumacher, and Willems [23] $(\mathbb{K}=\mathbb{R})$. Some new results on eigenvalue assignment by static output feedback were obtained in works [40-43,33,2,17,20,22,19, 11,30, 1,5 ].

Although there is a huge amount of papers on static output feedback, however, as noted in [25], "so far, there has been no exact solution to this prominent problem which can guarantee the design of static output feedback or determine that such a feedback does not exist".

For the scalar system (12), (13), (14), this problem has been solved in [39]. Let us construct the matrices $B=\left\{b_{l \alpha}\right\}, l=\overline{1, n}, \alpha=\overline{1, m}$, and $C=\left\{c_{\nu \beta}\right\}, \nu=\overline{1, n}, \beta=\overline{1, k}$, where $b_{l \alpha}:=0$ for $l<p$ and $c_{\nu \beta}:=0$ for $\nu>p$. Let $J:=\left\{\vartheta_{i j}\right\} \in M_{n}(\mathbb{R})$ where $\vartheta_{i j}=1$ for $j=i+1$ and $\vartheta_{i j}=0$ for $j \neq i+1$. Let $T$ denote the transposition of a matrix. The following theorem holds [39].

Theorem 1. System (12), (13) is AESA by LSOF (14) iff the matrices

$$
C^{T} B, \quad C^{T} J B, \quad \ldots, \quad C^{T} J^{n-1} B
$$

are linearly independent.

Consider the corresponding problem for system (12), (13), (14) when the state, input and output variables are multidimensional. Suppose that numbers $s, n, m, k \in \mathbb{N}$, and $p \in\{\overline{1, n}\}$ are given. Consider the following system:

$$
\begin{gather*}
x^{(n)}+A_{1} x^{(n-1)}+\ldots+A_{n} x= \\
=B_{p 1} u_{1}^{(n-p)}+B_{p+1,1} u_{1}^{(n-p-1)}+\ldots+B_{n 1} u_{1}+\ldots  \tag{17}\\
+B_{p m} u_{m}^{(n-p)}+B_{p+1, m} u_{m}^{(n-p-1)}+\ldots+B_{n m} u_{m}, \\
y_{1}=C_{11} x+C_{21} x^{\prime}+\ldots+C_{p 1} x^{(p-1)}, \ldots,  \tag{18}\\
y_{k}=C_{1 k} x+C_{2 k} x^{\prime}+\ldots+C_{p k} x^{(p-1)} .
\end{gather*}
$$

Here $x \in \mathbb{K}^{s}$ is a state variable, $u_{\alpha} \in \mathbb{K}^{s}$ are control variables, $y_{\beta} \in \mathbb{K}^{s}$ are output variables, $A_{i}, B_{l \alpha}, C_{\nu \beta} \in M_{s}(\mathbb{K}), i=\overline{1, n}, l=\overline{p, n}, \nu=\overline{1, p}, \alpha=\overline{1, m}, \beta=\overline{1, k}$. Let us construct the vectors $u=\operatorname{col}\left(u_{1}, \ldots, u_{m}\right) \in \mathbb{K}^{m s}, y=\operatorname{col}\left(y_{1}, \ldots, y_{k}\right) \in \mathbb{K}^{k s}$.

Suppose that the control in system (17), (18) has the form of linear static output feedback:

$$
\begin{equation*}
u=Q y \tag{19}
\end{equation*}
$$

Here $Q=\left\{Q_{\alpha \beta}\right\} \in M_{m s, k s}(\mathbb{K}), Q_{\alpha \beta} \in M_{s}(\mathbb{K}), \alpha=\overline{1, m}, \beta=\overline{1, k}$. By (18), we have

$$
y_{\beta}=\sum_{\nu=1}^{p} C_{\nu \beta} x^{(\nu-1)}, \quad \beta=\overline{1, k}
$$

Hence,

$$
u_{\alpha}=\sum_{\beta=1}^{k} Q_{\alpha \beta}\left(\sum_{\nu=1}^{p} C_{\nu \beta} x^{(\nu-1)}\right), \quad \alpha=\overline{1, m} .
$$

The closed-loop system (17), (18), (19) take the form

$$
\begin{equation*}
x^{(n)}+\sum_{i=1}^{n} A_{i} x^{(n-i)}-\sum_{\alpha=1}^{m} \sum_{l=p}^{n} B_{l \alpha}\left(\sum_{\beta=1}^{k} Q_{\alpha \beta}\left(\sum_{\nu=1}^{p} C_{\nu \beta} x^{(n-l+\nu-1)}\right)\right)=0 . \tag{20}
\end{equation*}
$$

Definition 2. We say that system (17), (18) is AMESA by LSOF (19) if for any $\Gamma_{i} \in$ $M_{s}(\mathbb{K}), i=\overline{1, n}$, there exists a gain matrix $Q \in M_{m s, k s}(\mathbb{K})$ such that the closed-loop system (20) has the form (9).

By using the replacement $z_{1}=x, z_{2}=x^{\prime}, \ldots, z_{n}=x^{(n-1)}$, the closed-loop system (20) can be rewritten in the form of the big system (15) where $r=n s, q=m s, d=k s$.

Definition 3. System (17), (18) is called AESA by LSOF (19) if for any $\delta_{i} \in \mathbb{K}, i=\overline{1, n s}$, there exists a gain matrix $Q \in M_{m s, k s}(\mathbb{K})$ such that the characteristic polynomial of the matrix of the closed-loop big system (15) has the form (16).

For system (4), by reducing to the upper block Hessenberg form, AESA problem by state feedback was provided in [26]. For system (7), AESA problem by state feedback was studied in [27]. The eigenstructure assignment problem for system (7) was studied in [8]. For second order systems (7), AESA problems by LSSF were studied in [10,15,6], robust eigenvalue problems were studied in [13]. AESA problem by LSOF for system (17), (18), (19) with $n=2, s=2, m=1, k=1, p=1$ was considered in [20]. AESA problem for system (17), (18) by LSOF (19) for any $n \in \mathbb{N}$ with $p=n, m=1, k=n$ was studied in $[37,38,36]$. For system (17) with $m=p=1$, the problem of a state-space realization in the descriptor system canonical form was studied in [9]. For system (17), (18), AESA problem by state feedback was studied in [44], and necessary and sufficient conditions for AESA have been obtained there in the terms of the so-called Sylvester mapping.

In this paper, we study the problem of matrix eigenvalue spectrum assignment for system (17), (18) by LSOF (19). In general case, the problem of arbitrary matrix eigenvalue spectrum assignment for system (17), (18) by static output feedback (19), to the best of our knowledge, has not been considered. The main aim of the work is to obtain necessary and sufficient conditions of AMESA and sufficient conditions of AESA for system (17), (18) by LSOF (19) similarly to Propositions 1 and 2, and to extend Theorem 1 for the case $s>1$.

## 2. Notations, definitions, and preliminary statements

Here and throughout, we suppose that the numbers $s, n, m, k \in \mathbb{N}$, and $p \in\{\overline{1, n}\}$ are fixed. Let us give necessary denotations and definitions. For any matrix $H \in M_{\omega}$, we suppose, by definition, $H^{0}=I \in M_{\omega}$. Denote by $\otimes$ the right Kronecker product of matrices $G=\left\{g_{i j}\right\} \in M_{\omega, \rho}, i=\overline{1, \omega}, j=\overline{1, \rho}$, and $H \in M_{\sigma, \tau}[18$, Ch. 12] defined by the formula

$$
G \otimes H:=\left[\begin{array}{cccc}
g_{11} H & g_{12} H & \ldots & g_{1 \rho} H \\
g_{21} H & g_{22} H & \ldots & g_{2 \rho} H \\
\vdots & \vdots & & \vdots \\
g_{\omega 1} H & g_{\omega 2} H & \ldots & g_{\omega \rho} H
\end{array}\right] \in M_{\omega \sigma, \rho \tau} .
$$

Denote $\mathcal{J}:=J \otimes I \in M_{n s}$ where $I \in M_{s}$ and $J:=\left\{\vartheta_{i j}\right\} \in M_{n}, \vartheta_{i j}=1$ for $j=i+1$ and $\vartheta_{i j}=0$ for $j \neq i+1$. We will use the mappings vecc, vecr that unroll a matrix
$H=\left\{h_{i j}\right\} \in M_{\omega, \rho}(\mathbb{K}), i=\overline{1, \omega}, j=\overline{1, \rho}$, column-by-column and row-by-row respectively into the column vector and the row vector respectively:

$$
\begin{aligned}
& \operatorname{vecc} H=\operatorname{col}\left(h_{11}, \ldots, h_{\omega 1}, \ldots, h_{1 \rho}, \ldots, h_{\omega \rho}\right) \in M_{\omega \rho, 1}(\mathbb{K}) \\
& \quad \operatorname{vecr} H=\left[h_{11}, \ldots, h_{1 \rho}, \ldots, h_{\omega 1}, \ldots, h_{\omega \rho}\right] \in M_{1, \omega \rho}(\mathbb{K}) .
\end{aligned}
$$

Lemma 1. If $X \in M_{\omega, \rho}, Y \in M_{\rho, \sigma}, Z \in M_{\sigma, \tau}$, then

$$
\operatorname{vecc}(X Y Z)=\left(Z^{T} \otimes X\right) \operatorname{vecc} Y
$$

The proof is given in [18, Sect. 12.1, Proposition 4] for square matrices $X, Z$. The proof remains the same for arbitrary rectangular matrices $X, Z$.

Definition 4. For the fixed $s \in \mathbb{N}$, let us introduce the operation of the block trace $\mathrm{SP}_{s}: M_{q s} \rightarrow M_{s}$ by the following rule: if $H=\left\{H_{i j}\right\} \in M_{q s}, H_{i j} \in M_{s}, i, j=\overline{1, q}$, then $\mathrm{SP}_{s} H=\sum_{i=1}^{q} H_{i i}$.

Lemma 2. Suppose that $X$ and $Y$ are block matrices with $s \times s$-blocks, there exist $X Y$ and $Y X$, and the blocks of the matrix $Y$ are scalar matrices, i.e.,

$$
\begin{aligned}
X=\left\{X_{i j}\right\} \in M_{q s, r s}, \quad X_{i j} \in M_{s}, \quad i=\overline{1, q}, \quad j=\overline{1, r} ; \\
Y=\left\{Y_{j i}\right\} \in M_{r s, q s}, \quad Y_{j i}=y_{j i} I, \quad y_{j i} \in \mathbb{K}, \quad I \in M_{s}, \quad j=\overline{1, r}, \quad i=\overline{1, q} .
\end{aligned}
$$

Then $\mathrm{SP}_{s}(X Y)=\mathrm{SP}_{s}(Y X)$.

## Proof.

$$
\begin{align*}
& \mathrm{SP}_{s}(X Y)=\sum_{i=1}^{q} \sum_{j=1}^{r} X_{i j} Y_{j i}=\sum_{i=1}^{q} \sum_{j=1}^{r} X_{i j} y_{j i} I=\sum_{i=1}^{q} \sum_{j=1}^{r} X_{i j} y_{j i},  \tag{21}\\
& \mathrm{SP}_{s}(Y X)=\sum_{j=1}^{r} \sum_{i=1}^{q} Y_{j i} X_{i j}=\sum_{j=1}^{r} \sum_{i=1}^{q} y_{j i} I X_{i j}=\sum_{j=1}^{r} \sum_{i=1}^{q} y_{j i} X_{i j} . \tag{22}
\end{align*}
$$

From (21) and (22) it follows the required. Q.E.D.
Lemma 3. Let $D=\left\{D_{\omega \rho}\right\} \in M_{n s}, D_{\omega \rho} \in M_{s}, \omega, \rho=\overline{1, n}$. Then

$$
\begin{equation*}
\mathrm{SP}_{s}\left(D \mathcal{J}^{i-1}\right)=\mathrm{SP}_{s}\left(\mathcal{J}^{i-1} D\right)=\sum_{\eta=1}^{n-i+1} D_{\eta+i-1, \eta}, \quad i=\overline{1, n} \tag{23}
\end{equation*}
$$

Proof. The equality $\mathrm{SP}_{s}\left(D \mathcal{J}^{i-1}\right)=\mathrm{SP}_{s}\left(\mathcal{J}^{i-1} D\right)$ follows from Lemma 2 because, for any $i=\overline{1, n}$, the blocks of the matrix $\mathcal{J}^{i-1}$ are scalar. Let us prove the second equality in (23).

For $i=1$, we have $\mathcal{J}^{i-1}=I \in M_{n s}$. Therefore, (23) follows from the definition of $\mathrm{SP}_{\mathrm{s}}$.

Next, we have $\mathcal{J}=\left\{G_{\rho \omega}\right\}_{\rho, \omega=1}^{n} \in M_{n s}$, where $G_{\rho \omega}=I \in M_{s}$ if $\omega=\rho+1, \rho=\overline{1, n-1}$, and $G_{\rho \omega}=0 \in M_{s}$ otherwise. Let us calculate the degrees of the matrix $\mathcal{J}$. For any $j=\overline{1, n-1}$, we have:

$$
\mathcal{J}^{j}=\left\{G_{\rho \omega}^{(j)}\right\}_{\rho, \omega=1}^{n} \in M_{n s}, G_{\rho \omega}^{(j)}=\left\{\begin{array}{l}
I \in M_{s}, \text { if } \omega=\rho+j, \rho=\overline{1, n-j}  \tag{24}\\
0 \in M_{s}, \text { otherwise }
\end{array}\right.
$$

Therefore,

$$
\mathrm{SP}_{s}\left(\mathcal{J}^{j} D\right)=\sum_{\rho=1}^{n} \sum_{\omega=1}^{n} G_{\rho \omega}^{(j)} D_{\omega \rho}=\sum_{\rho=1}^{n-j} D_{\rho+j, \rho}
$$

Replacing $j$ by $i-1$ and $\rho$ by $\eta$ in the last equality, we obtain (23). Q.E.D.
Definition 5. Suppose that $X$ and $Y$ are block matrices with $s \times s$-blocks such that the number of the (block) columns of $X$ is equal to the number of the (block) rows of $Y$ :

$$
\begin{array}{llll}
X=\left\{X_{i j}\right\} \in M_{q s, r s}, & X_{i j} \in M_{s}, & i=\overline{1, q}, & j=\overline{1, r} \\
Y=\left\{Y_{j \nu}\right\} \in M_{r s, t s}, & Y_{j \nu} \in M_{s}, & j=\overline{1, r}, & \nu=\overline{1, t} .
\end{array}
$$

For the matrices $X$ and $Y$, let us introduce the operation of the block multiplication by the following rule:

$$
Z=X \star Y:=\left\{Z_{i \nu}\right\}, \quad Z_{i \nu}:=\sum_{j=1}^{r} X_{i j} \otimes Y_{j \nu}, \quad i=\overline{1, q}, \quad \nu=\overline{1, t}
$$

We have $Z_{i \nu} \in M_{s^{2}}$ for all $i=\overline{1, q}, \nu=\overline{1, t}$, therefore, $Z:=X \star Y \in M_{q s^{2}, t s^{2}}$.
For convenience, so as not to write brackets, we assume

$$
P \star R S:=P \star(R \cdot S), \quad P R \star S:=(P \cdot R) \star S
$$

where matrices $P, R, S$ have the corresponding dimensions.
Lemma 4. Let

$$
\begin{array}{llll}
X=\left\{X_{i \rho}\right\} \in M_{q s, n s}, & X_{i \rho} \in M_{s}, & i=\overline{1, q}, & \rho=\overline{1, n} ; \\
Y=\left\{Y_{\rho \nu}\right\} \in M_{n s, r s}, \quad Y_{\rho \nu} \in M_{s}, \quad \rho=\overline{1, n}, \quad \nu=\overline{1, r} .
\end{array}
$$

Then, for any $j=\overline{0, n-1}$,

$$
\begin{equation*}
X \mathcal{J}^{j} \star Y=X \star \mathcal{J}^{j} Y \tag{25}
\end{equation*}
$$

Proof. For $j=0$, we have $\mathcal{J}^{j}=I \in M_{n s}$ and, therefore, (25) is true.
Let $j \in\{\overline{1, n-1}\}$. Denote

$$
\begin{gathered}
X \mathcal{J}^{j}=: V^{(j)}=\left\{V_{i \rho}^{(j)}\right\} \in M_{q s, n s}, \quad V_{i \rho}^{(j)} \in M_{s}, \quad i=\overline{1, q}, \quad \rho=\overline{1, n} \\
\mathcal{J}^{j} Y=: W^{(j)}=\left\{W_{\rho \nu}^{(j)}\right\} \in M_{n s, r s}, \quad W_{\rho \nu}^{(j)} \in M_{s}, \quad \rho=\overline{1, n}, \quad \nu=\overline{1, r} .
\end{gathered}
$$

Then, by (24), we have

$$
\begin{gather*}
V_{i \rho}^{(j)}=\sum_{\eta=1}^{n} X_{i \eta} G_{\eta \rho}^{(j)}=\left\{\begin{aligned}
X_{i, \rho-j} \in M_{s}, & j+1 \leq \rho \leq n, \\
0 \in M_{s}, & 1 \leq \rho \leq j .
\end{aligned}\right.  \tag{26}\\
W_{\rho \nu}^{(j)}=\sum_{\omega=1}^{n} G_{\rho \omega}^{(j)} Y_{\omega \nu}=\left\{\begin{aligned}
Y_{\rho+j, \nu} \in M_{s}, & 1 \leq \rho \leq n-j, \\
0 \in M_{s}, & n-j+1 \leq \rho \leq n .
\end{aligned}\right. \tag{27}
\end{gather*}
$$

Thus, by Definition 5, taking into account (26) and (27), we have

$$
\begin{align*}
& \left(X \mathcal{J}^{j} \star Y\right)_{i \nu}=\left(V^{(j)} \star Y\right)_{i \nu}=\sum_{\rho=1}^{n} V_{i \rho}^{(j)} \otimes Y_{\rho \nu}=\sum_{\rho=j+1}^{n} X_{i, \rho-j} \otimes Y_{\rho \nu},  \tag{28}\\
& \left(X \star \mathcal{J}^{j} Y\right)_{i \nu}=\left(X \star W^{(j)}\right)_{i \nu}=\sum_{\eta=1}^{n} X_{i \eta} \otimes W_{\eta \nu}^{(j)}=\sum_{\eta=1}^{n-j} X_{i \eta} \otimes Y_{\eta+j, \nu} . \tag{29}
\end{align*}
$$

By replacing $\rho$ by $\eta+j$ in (28), we obtain that (28) and (29) are coincident. Therefore, (25) is true. Q.E.D.

Definition 6. For the fixed $s \in \mathbb{N}$, let us introduce the operation of the block transposition $\mathcal{T}$ by the following rule: if $H=\left\{H_{i j}\right\} \in M_{q s, r s}, H_{i j} \in M_{s}, i=\overline{1, q}, j=\overline{1, r}$, then

$$
H^{\mathcal{T}}:=G=\left\{G_{j i}\right\} \in M_{r s, q s}, \quad G_{j i}:=H_{i j}, \quad j=\overline{1, r}, \quad i=\overline{1, q} .
$$

Lemma 5. The following properties hold.

1. $\left(H^{\mathcal{T}}\right)^{\mathcal{T}}=H$.
2. If $X$ and $Y$ are block matrices with $s \times s$-blocks, there exists $X Y$, and the blocks of the matrix $Y$ are scalar matrices, i.e.,

$$
\begin{gathered}
X=\left\{X_{i j}\right\} \in M_{q s, r s}, \quad X_{i j} \in M_{s}, \quad i=\overline{1, q}, \quad j=\overline{1, r} ; \\
Y=\left\{Y_{j \sigma}\right\} \in M_{r s, t s}, \quad Y_{j \sigma}=y_{j \sigma} I, \quad y_{j \sigma} \in \mathbb{K}, \quad I \in M_{s}, \quad j=\overline{1, r}, \quad \sigma=\overline{1, t}
\end{gathered}
$$

then

$$
\begin{equation*}
(X Y)^{\mathcal{T}}=Y^{\mathcal{T}} X^{\mathcal{T}} \tag{30}
\end{equation*}
$$

These properties can be checked directly.

Definition 7. Let $X$ be a block matrix with $s \times s$-blocks:

$$
X=\left\{X_{i j}\right\} \in M_{q s, r s}, \quad X_{i j} \in M_{s}, \quad i=\overline{1, q}, \quad j=\overline{1, r} .
$$

Let us construct the mappings $\mathrm{VECCR}_{s}, \mathrm{VECRR}_{s}: M_{q s, r s} \rightarrow M_{s, q r s}$ that unroll the matrix $X=\left\{X_{i j}\right\} \in M_{q s, r s}$ by block columns and by block rows respectively into the block row with $s \times s$-blocks:

$$
\begin{aligned}
\operatorname{VECCR}_{s} X & =\left[X_{11}, \ldots, X_{q 1}, \ldots, X_{1 r}, \ldots, X_{q r}\right], \\
\operatorname{VECRR}_{s} X & =\left[X_{11}, \ldots, X_{1 r}, \ldots, X_{q 1}, \ldots, X_{q r}\right]
\end{aligned}
$$

and the mappings $\mathrm{VECRC}_{s}, \mathrm{VECCC}_{s}: M_{q s, r s} \rightarrow M_{q r s, s}$ that unroll the matrix $X=$ $\left\{X_{i j}\right\} \in M_{q s, r s}$ by block rows and by block columns respectively into the block column with $s \times s$-blocks:

$$
\operatorname{VECRC}_{s} X=\left[\begin{array}{c}
X_{11} \\
\vdots \\
X_{1 r} \\
\vdots \\
X_{q 1} \\
\vdots \\
X_{q r}
\end{array}\right], \quad \mathrm{VECCC}_{s} X=\left[\begin{array}{c}
X_{11} \\
\vdots \\
X_{q 1} \\
\vdots \\
X_{1 r} \\
\vdots \\
X_{q r}
\end{array}\right]
$$

The following equalities are clear:

$$
\begin{gather*}
\operatorname{VECCR}_{s} X=\operatorname{VECRR}_{s}\left(X^{\mathcal{T}}\right)  \tag{31}\\
\left(\operatorname{VECRC}_{s} X\right)^{T}=\operatorname{VECCR}_{s}\left(X^{T}\right) \tag{32}
\end{gather*}
$$

## Lemma 6. If

$$
\begin{array}{clll}
X=\left\{X_{i j}\right\} \in M_{q s, r s}, \quad X_{i j} \in M_{s}, \quad i=\overline{1, q}, \quad j=\overline{1, r} \\
Y=\left\{Y_{j i}\right\} \in M_{r s, q s}, \quad Y_{j i} \in M_{s}, \quad j=\overline{1, r}, \quad i=\overline{1, q}
\end{array}
$$

then

$$
\begin{align*}
\operatorname{SP}_{s}(X Y) & =\operatorname{VECRR}_{s} X \cdot \mathrm{VECCC}_{s} Y=  \tag{33}\\
& =\operatorname{VECCR}_{s} X \cdot \mathrm{VECRC}_{s} Y \tag{34}
\end{align*}
$$

The proof follows directly from Definitions 4 and 7.

Lemma 7. Let

$$
\begin{aligned}
& F=\left\{F_{l \alpha}\right\} \in M_{n s, m s}, \quad F_{l \alpha} \in M_{s}, \quad l=\overline{1, n}, \quad \alpha=\overline{1, m} ; \\
& Q=\left\{Q_{\alpha \beta}\right\} \in M_{m s, k s}, \quad Q_{\alpha \beta} \in M_{s}, \quad \alpha=\overline{1, m}, \quad \beta=\overline{1, k} ; \\
& H=\left\{H_{l \beta}\right\} \in M_{n s, k s}, \quad H_{l \beta} \in M_{s}, \quad l=\overline{1, n}, \quad \beta=\overline{1, k} .
\end{aligned}
$$

Suppose that $R=\mathrm{SP}_{s}\left(F Q H^{\mathcal{T}}\right)$. Then

$$
\begin{equation*}
\operatorname{vecc} R=\operatorname{VECRR}_{s^{2}}\left(H^{T} \star F\right) \cdot \operatorname{vecc}\left(\operatorname{VECCR}_{s} Q\right) \tag{35}
\end{equation*}
$$

Proof. Denote

$$
F Q=: W=\left\{W_{l \beta}\right\} \in M_{n s, k s}, \quad W_{l \beta} \in M_{s}, \quad l=\overline{1, n}, \quad \beta=\overline{1, k}
$$

Then $W_{l \beta}=\sum_{\alpha=1}^{m} F_{l \alpha} Q_{\alpha \beta}$. Therefore,

$$
\begin{equation*}
R=\mathrm{SP}_{s}\left(W H^{\mathcal{T}}\right)=\sum_{l=1}^{n} \sum_{\beta=1}^{k} W_{l \beta} H_{l \beta}=\sum_{l=1}^{n} \sum_{\beta=1}^{k} \sum_{\alpha=1}^{m} F_{l \alpha} Q_{\alpha \beta} H_{l \beta} \tag{36}
\end{equation*}
$$

By applying Lemma 1 to matrices $F_{l \alpha} Q_{\alpha \beta} H_{l \beta}$ for every $l=\overline{1, n}, \beta=\overline{1, k}, \alpha=\overline{1, m}$, we obtain from (36) that

$$
\begin{equation*}
\operatorname{vecc} R=\sum_{l=1}^{n} \sum_{\beta=1}^{k} \sum_{\alpha=1}^{m}\left(\left(H_{l \beta}\right)^{T} \otimes F_{l \alpha}\right) \cdot \operatorname{vecc} Q_{\alpha \beta} \tag{37}
\end{equation*}
$$

Denote $Z:=H^{T} \star F$. Since $H^{T} \in M_{k s, n s}, F \in M_{n s, m s}$, hence, $Z \in M_{k s^{2}, m s^{2}}$. We have $Z=\left\{Z_{\beta \alpha}\right\}, Z_{\beta \alpha} \in M_{s^{2}}, \beta=\overline{1, k}, \alpha=\overline{1, m}$, and the matrix $Z_{\beta \alpha}$, by Definition 5, has the form

$$
\begin{equation*}
Z_{\beta \alpha}=\sum_{l=1}^{n}\left(H_{l \beta}\right)^{T} \otimes F_{l \alpha} \tag{38}
\end{equation*}
$$

By definition,

$$
\begin{equation*}
\operatorname{VECRR}_{s^{2}} Z=\left[Z_{11}, \ldots, Z_{1 m}, \ldots, Z_{k 1}, \ldots, Z_{k m}\right] \in M_{s^{2}, k m s^{2}} \tag{39}
\end{equation*}
$$

Next,

$$
\begin{gather*}
\operatorname{vecc}\left(\operatorname{VECCR}_{s} Q\right)=\operatorname{vecc}\left[Q_{11}, \ldots, Q_{m 1}, \ldots, Q_{1 k}, \ldots, Q_{m k}\right]= \\
=\operatorname{col}\left(\operatorname{vecc} Q_{11}, \ldots, \operatorname{vecc} Q_{m 1}, \ldots, \operatorname{vecc} Q_{1 k}, \ldots, \operatorname{vecc} Q_{m k}\right) \in \mathbb{K}^{k m s^{2}} \tag{40}
\end{gather*}
$$

By multiplying (39) by (40) and taking into account (38), we obtain that the right-hand side of (35) has the form

$$
\begin{gather*}
\operatorname{VECRR}_{s^{2}}\left(H^{T} \star F\right) \cdot \operatorname{vecc}\left(\operatorname{VECCR}_{s} Q\right)= \\
=Z_{11} \cdot \operatorname{vecc} Q_{11}+\ldots+Z_{1 m} \cdot \operatorname{vecc} Q_{m 1}+\ldots+Z_{k 1} \cdot \operatorname{vecc} Q_{1 k}+\ldots+Z_{k m} \cdot \operatorname{vecc} Q_{m k}= \\
=\sum_{\beta=1}^{k} \sum_{\alpha=1}^{m} Z_{\beta \alpha} \cdot \operatorname{vecc} Q_{\alpha \beta}=\sum_{\beta=1}^{k} \sum_{\alpha=1}^{m} \sum_{l=1}^{n}\left(\left(H_{l \beta}\right)^{T} \otimes F_{l \alpha}\right) \cdot \operatorname{vecc} Q_{\alpha \beta} \tag{41}
\end{gather*}
$$

From (37) and (41) it follows (35). Q.E.D.

## 3. Necessary and sufficient conditions for AMESA by LSOF

On the basis of system (17), (18), let us construct the block matrices $B \in M_{n s, m s}$, $C \in M_{n s, k s}$ (where $0 \in M_{s}$ ):

$$
B=\left[\begin{array}{ccc}
0 & \ldots & 0  \tag{42}\\
\vdots & & \vdots \\
0 & \ldots & 0 \\
B_{p 1} & \ldots & B_{p m} \\
\vdots & & \vdots \\
B_{n 1} & \ldots & B_{n m}
\end{array}\right], \quad C=\left[\begin{array}{ccc}
C_{11} & \ldots & C_{1 k} \\
\vdots & & \vdots \\
C_{p 1} & \ldots & C_{p k} \\
0 & \ldots & 0 \\
\vdots & & \vdots \\
0 & \ldots & 0
\end{array}\right] .
$$

Theorem 2. System (17), (18) is AMESA by LSOF (19) if and only if for any $\Gamma_{i} \in$ $M_{s}(\mathbb{K}), i=\overline{1, n}$, there exists a matrix $Q \in M_{m s, k s}(\mathbb{K})$ such that the following equalities hold:

$$
\begin{equation*}
\Gamma_{i}=A_{i}-\operatorname{SP}_{s}\left(\mathcal{J}^{i-1} B Q C^{\mathcal{T}}\right), \quad i=\overline{1, n} \tag{43}
\end{equation*}
$$

Proof. Let matrices $\Gamma_{i} \in M_{s}(\mathbb{K}), i=\overline{1, n}$, be given. One needs to construct a matrix $Q=\left\{Q_{\alpha \beta}\right\} \in M_{m s, k s}, Q_{\alpha \beta} \in M_{s}, \alpha=\overline{1, m}, \beta=\overline{1, k}$, such that the closed-loop system (20) has the form (9).

System (20) can be written in the form

$$
\begin{equation*}
x^{(n)}+A_{1} x^{(n-1)}+\ldots+A_{n} x-\Delta=0 \tag{44}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta=\sum_{\alpha=1}^{m} \sum_{\beta=1}^{k} \sum_{l=p}^{n} \sum_{\nu=1}^{p} B_{l \alpha} Q_{\alpha \beta} C_{\nu \beta} x^{(n-l+\nu-1)} . \tag{45}
\end{equation*}
$$

Let us replace the summation index $\nu$ by $i=l-\nu+1$ in (45). Since $\nu$ ranges from 1 to $p$, hence, $i$ ranges from $l-p+1$ to $l$. So,

$$
\Delta=\sum_{\alpha=1}^{m} \sum_{\beta=1}^{k} \sum_{l=p}^{n} \sum_{i=l-p+1}^{l} B_{l \alpha} Q_{\alpha \beta} C_{l+1-i, \beta} x^{(n-i)} .
$$

If $i \in\{\overline{1, l-p}\}$, then $l+1-i \geq p+1$, hence, $C_{l+1-i, \beta}=0$. Thus,

$$
\Delta=\sum_{\alpha=1}^{m} \sum_{\beta=1}^{k} \sum_{l=p}^{n} \sum_{i=1}^{l} B_{l \alpha} Q_{\alpha \beta} C_{l+1-i, \beta} x^{(n-i)} .
$$

If $l \in\{\overline{1, p-1}\}$, then $B_{l \alpha}=0$, hence,

$$
\Delta=\sum_{\alpha=1}^{m} \sum_{\beta=1}^{k} \sum_{l=1}^{n} \sum_{i=1}^{l} B_{l \alpha} Q_{\alpha \beta} C_{l+1-i, \beta} x^{(n-i)}
$$

Let us change the summation order: we replace $\sum_{l=1}^{n} \sum_{i=1}^{l}$ by $\sum_{i=1}^{n} \sum_{l=i}^{n}$; then we obtain

$$
\begin{equation*}
\Delta=\sum_{\alpha=1}^{m} \sum_{\beta=1}^{k} \sum_{i=1}^{n} \sum_{l=i}^{n} B_{l \alpha} Q_{\alpha \beta} C_{l+1-i, \beta} x^{(n-i)} . \tag{46}
\end{equation*}
$$

Let us construct $D=B Q C^{\mathcal{T}}$. Then $D=\left\{D_{\omega \rho}\right\} \in M_{n s}, D_{\omega \rho} \in M_{s}, \omega, \rho=\overline{1, n}$, and, by construction,

$$
\begin{equation*}
D_{\omega \rho}=\sum_{\alpha=1}^{m} \sum_{\beta=1}^{k} B_{\omega \alpha} Q_{\alpha \beta} C_{\rho \beta} . \tag{47}
\end{equation*}
$$

By using Lemma 3, equality (47), and replacing the summation variable $l=\eta+i-1$, we obtain

$$
\begin{align*}
\mathrm{SP}_{s}\left(\mathcal{J}^{i-1} D\right) & =\sum_{\eta=1}^{n-i+1} D_{\eta+i-1, \eta}=\sum_{\eta=1}^{n-i+1} \sum_{\alpha=1}^{m} \sum_{\beta=1}^{k} B_{\eta+i-1, \alpha} Q_{\alpha \beta} C_{\eta \beta}  \tag{48}\\
& =\sum_{l=i}^{n} \sum_{\alpha=1}^{m} \sum_{\beta=1}^{k} B_{l \alpha} Q_{\alpha \beta} C_{l+1-i, \beta} .
\end{align*}
$$

It follows from (46) and (48) that

$$
\begin{equation*}
\Delta=\sum_{i=1}^{n} \mathrm{SP}_{s}\left(\mathcal{J}^{i-1} D\right) x^{(n-i)} \tag{49}
\end{equation*}
$$

Substituting (49) in (44), we obtain that the closed-loop system has the form

$$
\begin{equation*}
x^{(n)}+\sum_{i=1}^{n}\left(A_{i}-\mathrm{SP}_{s}\left(\mathcal{J}^{i-1} B Q C^{\mathcal{T}}\right)\right) x^{(n-i)}=0 \tag{50}
\end{equation*}
$$

System (50) is coinciding with (9) iff equalities (43) hold. Q.E.D.
Remark 2. By Lemma 3, equalities (43) are equivalent to

$$
\Gamma_{i}=A_{i}-\mathrm{SP}_{s}\left(B Q C^{\mathcal{T}} \mathcal{J}^{i-1}\right), \quad i=\overline{1, n}
$$

Equalities (43) represent a system of linear equations with respect to the coefficients of the matrix $Q$. Let us find conditions for solvability of this system.

Consider the matrices

$$
C^{T} \star B, \quad C^{T} \star \mathcal{J} B, \quad \ldots, \quad C^{T} \star \mathcal{J}^{n-1} B .
$$

We have $C^{T} \in M_{k s, n s}, B \in M_{n s, m s}$, hence, $C^{T} \star \mathcal{J}^{i-1} B \in M_{k s^{2}, m s^{2}}$ for all $i=\overline{1, n}$. Let us construct the matrices $\operatorname{VECRR}_{s^{2}}\left(C^{T} \star \mathcal{J}^{i-1} B\right) \in M_{s^{2}, k m s^{2}}, i=\overline{1, n}$, and the matrix

$$
\Theta=\left[\begin{array}{c}
\operatorname{VECRR}_{s^{2}}\left(C^{T} \star B\right)  \tag{51}\\
\operatorname{VECRR}_{s^{2}}\left(C^{T} \star \mathcal{J} B\right) \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\operatorname{VECRR}_{s^{2}}\left(C^{T} \star \mathcal{J}^{n-1} B\right)
\end{array}\right] \in M_{n s^{2}, k m s^{2}} .
$$

Theorem 3. System (17), (18) is AMESA by LSOF (19) if and only if

$$
\begin{equation*}
\operatorname{rank} \Theta=n s^{2} \tag{52}
\end{equation*}
$$

Proof. Let us apply the mapping vecc to equalities (43) and apply Lemma 7 to the matrices $F=\mathcal{J}^{i-1} B, H=C$. Then (43) takes the form

$$
\begin{equation*}
\operatorname{vecc}\left(A_{i}-\Gamma_{i}\right)=\operatorname{VECRR}_{s^{2}}\left(C^{T} \star \mathcal{J}^{i-1} B\right) \cdot \operatorname{vecc}\left(\operatorname{VECCR}_{s} Q\right), i=\overline{1, n} \tag{53}
\end{equation*}
$$

Denote

$$
\begin{gather*}
v:=\operatorname{vecc}\left(\operatorname{VECCR}_{s} Q\right) \in \mathbb{K}^{k m s^{2}} \\
w:=\operatorname{col}\left(\operatorname{vecc}\left(A_{1}-\Gamma_{1}\right), \ldots, \operatorname{vecc}\left(A_{n}-\Gamma_{n}\right)\right) \in \mathbb{K}^{n s^{2}} \tag{54}
\end{gather*}
$$

Then systems (53) can be rewritten in the form

$$
\begin{equation*}
\Theta v=w \tag{55}
\end{equation*}
$$

The condition (52) is equivalent to solvability of system (55) with respect to $v$ for any $\Gamma_{i} \in M_{s}(\mathbb{K}), i=\overline{1, n}$, and hence, to arbitrary matrix eigenvalue spectrum assignability for system (17), (18) by feedback (19). In particular, system (55) has the solution

$$
\begin{equation*}
v=\Theta^{T}\left(\Theta \Theta^{T}\right)^{-1} w \tag{56}
\end{equation*}
$$

The required matrix $Q$ can be found from the equality

$$
\begin{equation*}
Q=\operatorname{VECCR}_{s}^{-1}\left(\operatorname{vecc}^{-1} v\right) \tag{57}
\end{equation*}
$$

Theorem 3 is proved. Q.E.D.
Remark 3. By Lemma 4, the matrices $C^{T} \star \mathcal{J}^{i-1} B$ in (51) can be replaced by $C^{T} \mathcal{J}^{i-1} \star B$, $i=\overline{1, n}$.

Remark 4. Theorem 3 is an analogue of Proposition 1 for AMESA problem by LSOF.
Remark 5. Note that the condition $m k \geq n$ is necessary for (52).

## 4. Sufficient conditions for AESA by LSOF

Consider system (9). Denote $\Gamma=\left[\Gamma_{1}, \ldots, \Gamma_{n}\right] \in M_{s, n s}$. Construct the matrix characteristic polynomial for system (9):

$$
\Upsilon(\Gamma ; \lambda)=I \lambda^{n}+\Gamma_{1} \lambda^{n-1}+\ldots+\Gamma_{n}
$$

Here $\lambda \in \mathbb{K}, \Upsilon(\Gamma ; \lambda) \in M_{s}(\mathbb{K})$. From system (9), construct the big system with the block companion matrix:

$$
\begin{gather*}
\dot{z}=\Phi z, \quad z \in \mathbb{K}^{n s}, \\
\Phi=\Phi(\Gamma)=\left[\begin{array}{ccccc}
0 & I & 0 & \cdots & 0 \\
0 & 0 & I & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & I \\
-\Gamma_{n} & -\Gamma_{n-1} & -\Gamma_{n-2} & \cdots & -\Gamma_{1}
\end{array}\right] . \tag{58}
\end{gather*}
$$

Denote by $\chi(\Phi ; \lambda)$ the characteristic polynomial of the matrix of system (58), i.e., $\chi(\Phi ; \lambda)=\operatorname{det}(\lambda I-\Phi)$. The following theorem holds [12, Theorem 1.1].

Theorem 4. $\operatorname{det} \Upsilon(\Gamma ; \lambda)=\chi(\Phi ; \lambda)$.
Let us prove the following theorem.
Theorem 5. For any numbers $\delta_{i} \in \mathbb{K}, i=\overline{1, n s}$, there exist matrices $\Gamma_{j} \in M_{s}(\mathbb{K})$, $j=\overline{1, n}$, such that

$$
\begin{equation*}
\chi(\Phi(\Gamma) ; \lambda)=\lambda^{n s}+\delta_{1} \lambda^{n s-1}+\delta_{2} \lambda^{n s-2}+\ldots+\delta_{n s} \tag{59}
\end{equation*}
$$

Proof. Suppose that $\delta_{i} \in \mathbb{K}, i=\overline{1, n s}$, are given. Let us construct the matrices $\Gamma_{j} \in$ $M_{s}(\mathbb{K}), j=\overline{1, n}$, as follows: for $j=\overline{1, n-1}$, we set

$$
\Gamma_{j}=\left[\begin{array}{cccc}
\delta_{j} & 0 & \ldots & 0 \\
\delta_{n+j} & 0 & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
\delta_{(s-1) n+j} & 0 & \ldots & 0
\end{array}\right] ;
$$

for $j=n$, we set

$$
\Gamma_{n}=\left[\begin{array}{ccccc}
\delta_{n} & -1 & 0 & \ldots & 0 \\
\delta_{2 n} & 0 & -1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\delta_{(s-1) n} & 0 & 0 & \ldots & -1 \\
\delta_{s n} & 0 & 0 & \ldots & 0
\end{array}\right]
$$

Then

$$
\Upsilon(\Gamma ; \lambda)=\left[\begin{array}{ccccc}
\lambda^{n}+\delta_{1} \lambda^{n-1}+\delta_{2} \lambda^{n-2}+\ldots+\delta_{n} & -1 & 0 & \ldots & 0 \\
\delta_{n+1} \lambda^{n-1}+\delta_{n+2} \lambda^{n-2}+\ldots+\delta_{2 n} & \lambda^{n} & -1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\delta_{(s-2) n+1} \lambda^{n-1}+\delta_{(s-2) n+2} \lambda^{n-2}+\ldots+\delta_{(s-1) n} & 0 & 0 & \ldots & -1 \\
\delta_{(s-1) n+1} \lambda^{n-1}+\delta_{(s-1) n+2} \lambda^{n-2}+\ldots+\delta_{s n} & 0 & 0 & \ldots & \lambda^{n}
\end{array}\right] .
$$

Calculating the determinant of $\Upsilon(\Gamma ; \lambda)$, by using the expansion by the first column, we obtain

$$
\begin{gather*}
\operatorname{det} \Upsilon(\Gamma ; \lambda)=\left(\lambda^{n}+\delta_{1} \lambda^{n-1}+\delta_{2} \lambda^{n-2}+\ldots+\delta_{n}\right) \lambda^{n(s-1)}+ \\
+\left(\delta_{n+1} \lambda^{n-1}+\delta_{n+2} \lambda^{n-2}+\ldots+\delta_{2 n}\right) \lambda^{n(s-2)}+\ldots+\left(\delta_{(s-1) n+1} \lambda^{n-1}+\ldots+\delta_{s n}\right) . \tag{60}
\end{gather*}
$$

From (60) and Theorem 4, it follows (59). Q.E.D.

Theorem 6. If system (17), (18) is AMESA by LSOF (19) then system (17), (18) is AESA by LSOF (19).

Theorem 6 follows from Theorem 5.
Theorem 7. If $\operatorname{rank} \Theta=n s^{2}$ then system (17), (18) is AESA by LSOF (19).
Theorem 7 follows from Theorem 3 and Theorem 6.
Remark 6. Theorem 3 is an analogue of Proposition 2 for AESA problem by LSOF.

Remark 7. Condition $\operatorname{rank} \Theta=n s^{2}$ in Theorem 7 is only sufficient but not necessary (as in Proposition 2). Let us show it. Suppose that $s=2, n=3, m=k=p=2$, $A_{i}=0 \in M_{2}, i=1,2,3, B_{21}=B_{32}=C_{11}=I \in M_{2}, B_{22}=B_{31}=C_{12}=C_{21}=0 \in M_{2}$, $C_{22}=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$. Constructing the matrix (51), we obtain

$$
\Theta=\left[\begin{array}{llllllll}
0 & 0 & 0 & 0 & I & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
I & 0 & 0 & 0 & 0 & 0 & I & 0 \\
0 & I & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & I & 0 & 0 & 0 & 0
\end{array}\right] \in M_{12,16}
$$

where $0 \in M_{2}, I \in M_{2}$. Hence, $\operatorname{rank} \Theta=10<12=n s^{2}$, i.e., condition (52) does not hold. Let us prove that this system is AESA by LSOF. Suppose that arbitrary $\delta_{i} \in \mathbb{K}$, $i=\overline{1,6}$, are given. Let us construct the gain matrix

$$
\begin{gathered}
Q=\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{array}\right] \in M_{4}, \quad Q_{11}=\left[\begin{array}{ll}
-\delta_{2} & 0 \\
-\delta_{5} & 0
\end{array}\right], \quad Q_{12}=\left[\begin{array}{ll}
-\delta_{1} & 0 \\
-\delta_{4} & 0
\end{array}\right] \\
Q_{21}=\left[\begin{array}{ll}
-\delta_{3} & 1 \\
-\delta_{6} & 0
\end{array}\right], \quad Q_{22}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] .
\end{gathered}
$$

The closed-loop system (20) has the form

$$
x^{\prime \prime \prime}+\Gamma_{1} x^{\prime \prime}+\Gamma_{2} x^{\prime}+\Gamma_{3} x=0,
$$

where the matrices $\Gamma_{j}$ (according to the proof of Theorem 2) have the form

$$
\begin{equation*}
\Gamma_{1}=-\mathrm{SP}_{s}\left(B Q C^{\mathcal{T}}\right), \quad \Gamma_{2}=-\mathrm{SP}_{s}\left(\mathcal{J} B Q C^{\mathcal{T}}\right), \quad \Gamma_{3}=-\mathrm{SP}_{s}\left(\mathcal{J}^{2} B Q C^{\mathcal{T}}\right) \tag{61}
\end{equation*}
$$

Calculating (61), we obtain that

$$
\Gamma_{1}=\left[\begin{array}{ll}
\delta_{1} & 0 \\
\delta_{4} & 0
\end{array}\right], \quad \Gamma_{2}=\left[\begin{array}{ll}
\delta_{2} & 0 \\
\delta_{5} & 0
\end{array}\right], \quad \Gamma_{3}=\left[\begin{array}{cc}
\delta_{3} & -1 \\
\delta_{6} & 0
\end{array}\right]
$$

Hence,

$$
\Upsilon(\Gamma ; \lambda)=\left[\begin{array}{cc}
\lambda^{3}+\delta_{1} \lambda^{2}+\delta_{2} \lambda+\delta_{3} & -1 \\
\delta_{4} \lambda^{2}+\delta_{5} \lambda+\delta_{6} & \lambda^{3}
\end{array}\right] .
$$

Calculating $\operatorname{det} \Upsilon(\Gamma ; \lambda)$ and using Theorem 4, we obtain that $\chi(\Phi(\Gamma) ; \lambda)=\lambda^{6}+$ $\sum_{i=1}^{6} \delta_{i} \lambda^{6-i}$, what is required.

## 5. Special cases

### 5.1. Blocks of $C$ are scalar matrices

Suppose that the blocks of the matrix $C$ are scalar matrices, i.e.,

$$
\begin{gather*}
C=\left\{C_{\nu \beta}\right\} \in M_{n s, k s} \\
C_{\nu \beta}=c_{\nu \beta} I, \quad c_{\nu \beta} \in \mathbb{K}, \quad I \in M_{s}, \quad \nu=\overline{1, n}, \quad \beta=\overline{1, k},  \tag{62}\\
c_{\nu \beta}=0, \quad \nu=\overline{p+1, n}, \quad \beta=\overline{1, k} .
\end{gather*}
$$

Then

$$
\begin{equation*}
C^{\mathcal{T}}=C^{T} \tag{63}
\end{equation*}
$$

By applying Lemma 2 to $X=\mathcal{J}^{i-1} B Q, Y=C^{\mathcal{T}}$, we obtain

$$
\begin{equation*}
\mathrm{SP}_{s}\left(\mathcal{J}^{i-1} B Q C^{\mathcal{T}}\right)=\mathrm{SP}\left(C^{\mathcal{T}} \mathcal{J}^{i-1} B Q\right) \tag{64}
\end{equation*}
$$

By (33),

$$
\begin{equation*}
\operatorname{SP}_{s}\left(C^{\mathcal{T}} \mathcal{J}^{i-1} B Q\right)=\operatorname{VECRR}_{s}\left(C^{\mathcal{T}} \mathcal{J}^{i-1} B\right) \cdot \operatorname{VECCC}_{s} Q \tag{65}
\end{equation*}
$$

Taking into account (63), (64), (65), one can rewrite system (43) with respect to coefficients of $Q$ in the following form:

$$
\begin{equation*}
\Omega \cdot V=W \tag{66}
\end{equation*}
$$

Here

$$
\begin{gather*}
\Omega:=\left[\begin{array}{c}
\operatorname{VECRR}_{s}\left(C^{T} B\right) \\
\operatorname{VECRR}_{s}\left(C^{T} \mathcal{J} B\right) \\
\ldots \ldots \ldots \ldots \ldots \ldots \\
\operatorname{VECRR}_{s}\left(C^{T} \mathcal{J}^{n-1} B\right)
\end{array}\right] \in M_{n s, k m s}  \tag{67}\\
W:=\operatorname{col}\left(A_{1}-\Gamma_{1}, \ldots, A_{n}-\Gamma_{n}\right) \in M_{n s, s}(\mathbb{K}),  \tag{68}\\
V:=\operatorname{VECCC}_{s} Q \in M_{k m s, s}
\end{gather*}
$$

System (66) is solvable with respect to $V$ for any $\Gamma_{i} \in M_{s}(\mathbb{K}), i=\overline{1, n}$, iff

$$
\begin{equation*}
\operatorname{rank} \Omega=n s \tag{69}
\end{equation*}
$$

In particular, system (66) has the solution

$$
\begin{equation*}
V=\Omega^{T}\left(\Omega \Omega^{T}\right)^{-1} W \tag{70}
\end{equation*}
$$

The required matrix $Q$ can be found from the equality

$$
\begin{equation*}
Q=\mathrm{VECCC}_{s}^{-1} V \tag{71}
\end{equation*}
$$

Thus, the following theorem holds.
Theorem 8. Suppose that the blocks of the matrix $C$ are scalar matrices. Then system (17), (18) is AMESA by LSOF (19) if and only if (69) holds.

Corollary 1. Suppose that the blocks of the matrix $C$ are scalar matrices. Then system (17), (18) is AESA by LSOF (19) if (69) holds.

Corollary 1 follows from Theorem 8 and Theorem 6.
Remark 8. Note that the condition $m k \geq n$ is necessary for (69).
Remark 9. Condition (69) in Corollary 1 is only sufficient but not necessary. Let us show it. Suppose that $s=2, n=3, m=k=p=2, A_{i}=0 \in M_{2}, i=1,2,3$, $B_{32}=C_{11}=C_{22}=I \in M_{2}, B_{22}=B_{31}=C_{12}=C_{21}=0 \in M_{2}, B_{21}=\left[\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right]$. Constructing the matrix (67), we obtain

$$
\Omega=\left[\begin{array}{llllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{array}\right] \in M_{6,8}
$$

Hence, $\operatorname{rank} \Theta=5<6=n s$, i.e., condition (69) does not hold. Let us prove that this system is AESA by LSOF. Suppose that arbitrary $\delta_{i} \in \mathbb{K}, i=\overline{1,6}$, are given. Let us construct the gain matrix

$$
\begin{gathered}
Q=\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{array}\right] \in M_{4}, \quad Q_{11}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right], \quad Q_{12}=\left[\begin{array}{cc}
0 & 0 \\
-\delta_{4} & -\delta_{1}
\end{array}\right], \\
Q_{21}=\left[\begin{array}{cc}
0 & 1 \\
-\delta_{6} & -\delta_{3}
\end{array}\right], \quad Q_{22}=\left[\begin{array}{cc}
0 & 0 \\
-\delta_{5} & -\delta_{2}
\end{array}\right] .
\end{gathered}
$$

The closed-loop system (20) has the form

$$
x^{\prime \prime \prime}+\Gamma_{1} x^{\prime \prime}+\Gamma_{2} x^{\prime}+\Gamma_{3} x=0,
$$

where the matrices $\Gamma_{j}$ (according to the proof of Theorem 2) have the form

$$
\begin{equation*}
\Gamma_{1}=-\mathrm{SP}_{s}\left(B Q C^{\mathcal{T}}\right), \quad \Gamma_{2}=-\mathrm{SP}_{s}\left(\mathcal{J} B Q C^{\mathcal{T}}\right), \quad \Gamma_{3}=-\mathrm{SP}_{s}\left(\mathcal{J}^{2} B Q C^{\mathcal{T}}\right) \tag{72}
\end{equation*}
$$

Calculating (72), we obtain that

$$
\Gamma_{1}=\left[\begin{array}{cc}
0 & 0 \\
\delta_{4} & \delta_{1}
\end{array}\right], \quad \Gamma_{2}=\left[\begin{array}{cc}
0 & 0 \\
\delta_{5} & \delta_{2}
\end{array}\right], \quad \Gamma_{3}=\left[\begin{array}{cc}
0 & -1 \\
\delta_{6} & \delta_{3}
\end{array}\right]
$$

Hence,

$$
\Upsilon(\Gamma ; \lambda)=\left[\begin{array}{cc}
\lambda^{3} & -1 \\
\delta_{4} \lambda^{2}+\delta_{5} \lambda+\delta_{6} & \lambda^{3}+\delta_{1} \lambda^{2}+\delta_{2} \lambda+\delta_{3}
\end{array}\right] .
$$

Calculating $\operatorname{det} \Upsilon(\Gamma ; \lambda)$ and using Theorem 4, we obtain that $\chi(\Phi(\Gamma) ; \lambda)=\lambda^{6}+$ $\sum_{i=1}^{6} \delta_{i} \lambda^{6-i}$, what is required.

Remark 10. Suppose that $m=1, p=n, k=n$, and $C=I \in M_{n s}$. Hence, $B=$ $\operatorname{col}(0, \ldots, 0, \widehat{B}) \in M_{n s, s}\left(0 \in M_{s}\right)$, and system (17), (18), (19) is coinciding with (7), (9) where $B_{1}=\widehat{B}$. Constructing (67), we obtain that

$$
\Omega=\left[\begin{array}{ccccc}
0 & 0 & \ldots & 0 & \widehat{B} \\
0 & 0 & \ldots & \widehat{B} & 0 \\
\vdots & \vdots & & \vdots & \vdots \\
0 & \widehat{B} & \ldots & 0 & 0 \\
\widehat{B} & 0 & \ldots & 0 & 0
\end{array}\right]
$$

Condition (69) is equivalent to $\operatorname{rank} \widehat{B}=s$, i.e., $\operatorname{det} \widehat{B} \neq 0$. Thus, Theorem 8 coincides with Proposition 1, and Corollary 1 coincides with Proposition 2. So, Theorem 8 and Corollary 1 are generalization of Propositions 1 and 2 to systems with static output feedback.

### 5.2. Blocks of $B$ are scalar matrices

Suppose that the blocks of the matrix $B$ are scalar matrices, i.e.,

$$
\begin{gather*}
B=\left\{B_{l \alpha}\right\} \in M_{n s, m s} \\
B_{l \alpha}=b_{l \alpha} I, \quad b_{l \alpha} \in \mathbb{K}, \quad I \in M_{s}, \quad l=\overline{1, n}, \quad \alpha=\overline{1, m}  \tag{73}\\
b_{l \alpha}=0, \quad l=\overline{1, p-1}, \quad \alpha=\overline{1, m}
\end{gather*}
$$

Then, for any $i=\overline{1, n}$, the blocks of the matrices $\mathcal{J}^{i-1} B$ are scalar also. Hence,

$$
\begin{equation*}
\left(\mathcal{J}^{i-1} B\right)^{\mathcal{T}}=\left(\mathcal{J}^{i-1} B\right)^{T} \tag{74}
\end{equation*}
$$

By applying Lemma 2 to $X=Q C^{\mathcal{T}}, Y=\mathcal{J}^{i-1} B$, we obtain

$$
\begin{equation*}
\operatorname{SP}_{s}\left(\mathcal{J}^{i-1} B Q C^{\mathcal{T}}\right)=\operatorname{SP}_{s}\left(Q C^{\mathcal{T}} \mathcal{J}^{i-1} B\right) \tag{75}
\end{equation*}
$$

By (34),

$$
\begin{equation*}
\operatorname{SP}_{s}\left(Q C^{\mathcal{T}} \mathcal{J}^{i-1} B\right)=\operatorname{VECCR}_{s} Q \cdot \operatorname{VECRC}_{s}\left(C^{\mathcal{T}} \mathcal{J}^{i-1} B\right) \tag{76}
\end{equation*}
$$

Taking into account (75), (76), one can rewrite system (43) with respect to coefficients of $Q$ in the following form:

$$
\begin{equation*}
X \cdot \Xi=Y \tag{77}
\end{equation*}
$$

Here

$$
\begin{gather*}
\Xi:=\left[\operatorname{VECRC}_{s}\left(C^{\mathcal{T}} B\right), \ldots, \operatorname{VECRC}_{s}\left(C^{\mathcal{T}} \mathcal{J}^{n-1} B\right)\right] \in M_{m k s, n s}  \tag{78}\\
Y:=\left[A_{1}-\Gamma_{1}, \ldots, A_{n}-\Gamma_{n}\right] \in M_{s, n s}  \tag{79}\\
X:=\operatorname{VECCR}_{s} Q \in M_{s, m k s}
\end{gather*}
$$

System (77) is solvable with respect to $X$ for any $\Gamma_{i} \in M_{s}(\mathbb{K}), i=\overline{1, n}$, iff rank $\Xi=n s$. In particular, system (77) has the solution

$$
\begin{equation*}
X=Y\left(\Xi^{T} \Xi\right)^{-1} \Xi^{T} \tag{80}
\end{equation*}
$$

The required matrix $Q$ can be found from the equality

$$
\begin{equation*}
Q=\mathrm{VECCR}_{s}^{-1} X \tag{81}
\end{equation*}
$$

Let us rewrite system (77) in the form

$$
\Xi^{T} \cdot X^{T}=Y^{T}
$$

Consider the matrix

$$
\Xi^{T}=\left[\begin{array}{c}
{\left[\operatorname{VECRC}_{s}\left(C^{\mathcal{T}} B\right)\right]^{T}}  \tag{82}\\
{\left[\operatorname{VECRC}_{s}\left(C^{\mathcal{T}} \mathcal{J} B\right)\right]^{T}} \\
\cdots \operatorname{lem}_{s} \ldots \ldots \ldots \\
{\left[\operatorname{VECRC}_{s}\left(C^{\mathcal{T}} \mathcal{J}^{n-1} B\right)\right]^{T}}
\end{array}\right] \in M_{n s, m k s}
$$

For any $i=\overline{1, n}$, by (32), we have

$$
\begin{equation*}
\left[\operatorname{VECRC}_{s}\left(C^{\mathcal{T}} \mathcal{J}^{i-1} B\right)\right]^{T}=\operatorname{VECCR}_{s}\left(\left(C^{\mathcal{T}} \mathcal{J}^{i-1} B\right)^{T}\right) \tag{83}
\end{equation*}
$$

By (31),

$$
\begin{equation*}
\operatorname{VECCR}_{s}\left(\left(C^{\mathcal{T}} \mathcal{J}^{i-1} B\right)^{T}\right)=\operatorname{VECRR}_{s}\left(\left(\left(C^{\mathcal{T}} \mathcal{J}^{i-1} B\right)^{T}\right)^{\mathcal{T}}\right) \tag{84}
\end{equation*}
$$

By (74),

$$
\begin{equation*}
\left(C^{\mathcal{T}} \mathcal{J}^{i-1} B\right)^{T}=\left(\mathcal{J}^{i-1} B\right)^{T}\left(C^{\mathcal{T}}\right)^{T}=\left(\mathcal{J}^{i-1} B\right)^{\mathcal{T}}\left(C^{T}\right)^{\mathcal{T}} \tag{85}
\end{equation*}
$$

By (30),

$$
\begin{equation*}
\left(\mathcal{J}^{i-1} B\right)^{\mathcal{T}}\left(C^{T}\right)^{\mathcal{T}}=\left(C^{T} \mathcal{J}^{i-1} B\right)^{\mathcal{T}} \tag{86}
\end{equation*}
$$

It follows from (85), (86), and assertion 1 of Lemma 5 that

$$
\begin{equation*}
\left(\left(C^{\mathcal{T}} \mathcal{J}^{i-1} B\right)^{T}\right)^{\mathcal{T}}=\left(\left(C^{T} \mathcal{J}^{i-1} B\right)^{\mathcal{T}}\right)^{\mathcal{T}}=C^{T} \mathcal{J}^{i-1} B \tag{87}
\end{equation*}
$$

It follows from (83), (84), and (87) that the matrix (82) has the form

$$
\Xi^{T}=\left[\begin{array}{c}
\operatorname{VECRR}_{s}\left(C^{T} B\right) \\
\operatorname{VECRR}_{s}\left(C^{T} \mathcal{J} B\right) \\
\operatorname{lECRR}_{s}\left(C^{T} \mathcal{J}^{n-1} B\right)
\end{array}\right] \in M_{n s, m k s}
$$

that is the matrix $\Xi^{T}$ is coinciding with (67). Thus, the following theorem holds.

Theorem 9. Suppose that the blocks of the matrix B are scalar matrices. Then system (17), (18) is AMESA by LSOF (19) if and only if (69) holds.

Corollary 2. Suppose that the blocks of the matrix $B$ are scalar matrices. Then system (17), (18) is AESA by LSOF if (69) holds.

Corollary 2 follows from Theorem 9 and Theorem 6.

Remark 11. Condition (69) in Corollary 2 is only sufficient but not necessary. Let us show it. Consider the example in Remark 7. In this example, the blocks of the matrix $B$ are scalar matrices. Constructing the matrix (67), we obtain

$$
\Omega=\left[\begin{array}{llllllll}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{array}\right] \in M_{6,8}
$$

Hence, $\operatorname{rank} \Omega=5<6=n s$, i.e., condition (69) does not hold. However, as it is shown in Remark 7, this system is AESA by LSOF.

### 5.3. Blocks of $B$ and $C$ are scalar matrices

Suppose that the blocks of the matrices $B$ and $C$ are scalar matrices, i.e., the matrices (42) have the form (62), (73). Denote

$$
B_{0}=\left\{b_{i \alpha}\right\} \in M_{n, m}, \quad C_{0}=\left\{c_{i \beta}\right\} \in M_{n, k}, \quad i=\overline{1, n}, \quad \alpha=\overline{1, m}, \quad \beta=\overline{1, k} .
$$

Then

$$
\begin{equation*}
B=B_{0} \otimes I, \quad C=C_{0} \otimes I, \quad I \in M_{s} . \tag{88}
\end{equation*}
$$

Due to the properties of the Kronecker product, for all $i=\overline{1, n}$, we have

$$
\begin{gathered}
\operatorname{VECRR}_{s}\left(C^{T} \mathcal{J}^{i-1} B\right)=\operatorname{VECRR}_{s}\left(\left(C_{0}^{T} \otimes I\right)\left(J^{i-1} \otimes I\right)\left(B_{0} \otimes I\right)\right)= \\
\operatorname{VECRR}_{s}\left(\left(C_{0}^{T} J^{i-1} B_{0}\right) \otimes I\right)=\left(\operatorname{vecr}\left(C_{0}^{T} J^{i-1} B_{0}\right)\right) \otimes I
\end{gathered}
$$

Thus, the matrix (67) has the form

$$
\Omega=\left[\begin{array}{c}
\left(\operatorname{vecr}\left(C_{0}^{T} B_{0}\right)\right) \otimes I \\
\left(\operatorname{vecr}\left(C_{0}^{T} J B_{0}\right)\right) \otimes I \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\left(\operatorname{vecr}\left(C_{0}^{T} J^{n-1} B_{0}\right)\right) \otimes I
\end{array}\right]=P \otimes I,
$$

where

$$
P=\left[\begin{array}{c}
\operatorname{vecr}\left(C_{0}^{T} B_{0}\right) \\
\operatorname{vecr}\left(C_{0}^{T} J B_{0}\right) \\
\cdots \cdots \cdots \cdots \cdots \\
\operatorname{vecr}\left(C_{0}^{T} J^{n-1} B_{0}\right)
\end{array}\right] \in M_{n, k m}
$$

Since $\operatorname{rank}(X \otimes Y)=\operatorname{rank} X \cdot \operatorname{rank} Y$, we obtain that $\operatorname{rank} \Omega=n s$ iff $\operatorname{rank} P=n$. This condition is equivalent to linear independence of matrices

$$
\begin{equation*}
C_{0}^{T} B_{0}, \quad C_{0}^{T} J B_{0}, \quad \ldots, \quad C_{0}^{T} J^{n-1} B_{0} \tag{89}
\end{equation*}
$$

Thus, from Theorem 8, it follows the theorem.
Theorem 10. Suppose that the blocks of the matrices $B$ and $C$ are scalar matrices, i.e., $B$ and $C$ have the form (88). Then system (17), (18) is AMESA by LSOF (19) if and only if the matrices (89) are linearly independent.

Corollary 3. Suppose that the blocks of the matrices $B$ and $C$ are scalar matrices, i.e., $B$ and $C$ have the form (88). Then system (17), (18) is AESA by LSOF (19) if the matrices (89) are linearly independent.

## Corollary 3 follows from Theorem 10 and Theorem 6.

Remark 12. The converse assertion to Corollary 3 is not true, in general case. We give the proof of this below in Example 1.

Example 1. Here we prove that the converse assertion to Corollary 3 is not true, in general case. Suppose that $\mathbb{K}=\mathbb{C}, s=2, n=4, m=1, k=4, p=4, A_{i}=0 \in M_{2}$, $i=\overline{1,4}$,

$$
B_{0}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right], \quad C_{0}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

We have $C_{0}^{T} J B_{0}=0 \in M_{4,1}$, hence, matrices (89) are linearly dependent. Let us show that this system is AESA by LSOF. Suppose that arbitrary $\delta_{i} \in \mathbb{C}, i=\overline{1,8}$, are given. Let $Q=\left\{Q_{\alpha \beta}\right\} \in M_{m s, k s}$ have the form

$$
Q=\left[\begin{array}{llll}
Q_{11} & Q_{12} & Q_{13} & Q_{14}
\end{array}\right] \in M_{2,8}, \quad Q_{1 \beta}=\left[\begin{array}{cc}
\rho_{\beta} & \eta_{\beta} \\
\xi_{\beta} & \omega_{\beta}
\end{array}\right], \quad \beta=\overline{1,4} .
$$

The closed-loop system (20) has the form

$$
x^{\prime \prime \prime \prime}+\Gamma_{1} x^{\prime \prime \prime}+\Gamma_{2} x^{\prime \prime}+\Gamma_{3} x^{\prime}+\Gamma_{4} x=0
$$

where the matrices $\Gamma_{i}$ (according to the proof of Theorem 2) have the form (43). Calculating (43), we obtain

$$
\Gamma_{1}=-Q_{14}, \quad \Gamma_{2}=0 \in M_{2}, \quad \Gamma_{3}=-Q_{12}, \quad \Gamma_{4}=-Q_{11} .
$$

Therefore, we have

$$
\Upsilon(\Gamma ; \lambda)=\left[\begin{array}{cc}
\lambda^{4}-\rho_{4} \lambda^{3}-\rho_{2} \lambda-\rho_{1} & -\eta_{4} \lambda^{3}-\eta_{2} \lambda-\eta_{1} \\
-\xi_{4} \lambda^{3}-\xi_{2} \lambda-\xi_{1} & \lambda^{4}-\omega_{4} \lambda^{3}-\omega_{2} \lambda-\omega_{1}
\end{array}\right] .
$$

One needs to construct $\rho_{i}, \eta_{i}, \xi_{i}, \omega_{i}, i=1,2,4$, such that

$$
\begin{equation*}
\operatorname{det} \Upsilon(\Gamma ; \lambda)=\lambda^{8}+\sum_{i=1}^{8} \delta_{i} \lambda^{n-i} \tag{90}
\end{equation*}
$$

Set $\xi_{1}:=1, \xi_{2}:=0, \xi_{4}:=0, \rho_{1}:=0$. Calculating $\operatorname{det} \Upsilon(\Gamma ; \lambda)$, we obtain

$$
\begin{gathered}
\operatorname{det} \Upsilon(\Gamma ; \lambda)=\lambda^{8}-\left(\rho_{4}+\omega_{4}\right) \lambda^{7}+\rho_{4} \omega_{4} \lambda^{6}-\left(\rho_{2}+\omega_{2}\right) \lambda^{5}+ \\
+\left(\rho_{2} \omega_{4}+\rho_{4} \omega_{2}-\omega_{1}\right) \lambda^{4}+\left(\rho_{4} \omega_{1}-\eta_{4}\right) \lambda^{3}+\rho_{2} \omega_{2} \lambda^{2}+\left(\rho_{2} \omega_{1}-\eta_{2}\right) \lambda-\eta_{1}
\end{gathered}
$$

Equality (90) holds iff the following equalities are fulfilled:

$$
\begin{array}{rlr}
-\left(\rho_{4}+\omega_{4}\right)=\delta_{1}, & \rho_{4} \omega_{1}-\eta_{4}=\delta_{5}, \\
\rho_{4} \omega_{4}=\delta_{2}, & \rho_{2} \omega_{2}=\delta_{6}  \tag{91}\\
-\left(\rho_{2}+\omega_{2}\right)=\delta_{3}, & \rho_{2} \omega_{1}-\eta_{2}=\delta_{7}, \\
\rho_{2} \omega_{4}+\rho_{4} \omega_{2}-\omega_{1}=\delta_{4}, & -\eta_{1}=\delta_{8} .
\end{array}
$$

The problem of AESA is resolvable if the system of nonlinear equations (91) is resolvable for arbitrary $\delta_{1}, \ldots, \delta_{8}$. It is clear that system (91) is resolvable. In fact, from the first and second equations of (91), we find $\rho_{4}$ and $\omega_{4}$, namely,

$$
\begin{equation*}
\rho_{4}, \omega_{4}=\left(-\delta_{1} \pm \sqrt{\delta_{1}^{2}-4 \delta_{2}}\right) / 2 \tag{92}
\end{equation*}
$$

From the third and sixth equations of (91), we find $\rho_{2}$ and $\omega_{2}$, namely,

$$
\begin{equation*}
\rho_{2}, \omega_{2}=\left(-\delta_{3} \pm \sqrt{\delta_{3}^{2}-4 \delta_{6}}\right) / 2 \tag{93}
\end{equation*}
$$

Substituting (92) and (93) into the fourth equation of (91), we find

$$
\begin{equation*}
\omega_{1}=\rho_{2} \omega_{4}+\rho_{4} \omega_{2}-\delta_{4} \tag{94}
\end{equation*}
$$

Substituting (92), (93), and (94) into the fifth and seventh equation of (91), we find

$$
\eta_{4}=\rho_{4} \omega_{1}-\delta_{5}, \quad \eta_{2}=\rho_{2} \omega_{1}-\delta_{7}
$$

Finally, $\eta_{1}=-\delta_{8}$. So, the system is AESA.
Remark 13. Similar examples can be constructed for any $n \geq 4$. This can be proved by induction. If $s \geq 3$ then the construction of the corresponding examples becomes very complicated. For $n \leq 3$ (for any $s$ ), such examples cannot be constructed, both for $\mathbb{K}=\mathbb{C}$ and $\mathbb{K}=\mathbb{R}$. This can be proven by sequentially parsing cases. Thus, for $n \leq 3$, the converse assertion to Corollary 3 is true. We omit the rigorous proofs of this.

Remark 14. The presented example is not valid for the case $\mathbb{K}=\mathbb{R}$ because, due to (92) and (93), the coefficients of the matrices $Q_{\alpha \beta}$ are complex, in general case, even if $\delta_{i} \in \mathbb{R}$. Is it possible to construct similar examples for the case $\mathbb{K}=\mathbb{R}$ and $n \geq 4$ ? The answer to this question is open.

Remark 15. Suppose that $s=1$. Then $B=B_{0}, C=C_{0}$, and the properties AMESA and AESA are coincident. In this case, the converse to Corollary 3 is true (by Theorem 10), and Theorem 10 is coinciding with Theorem 1 . So, Theorem 10 and more general Theorems 9, 8, and 3 are generalizations of Theorem 1 for the case $s>1$.

## 6. On properties of systems with AMESA

The property of AMESA (by LSSF or LSOF) is sufficient for AESA (Theorem 5) but is not necessary (see Remarks 1 and 7). The AMESA property is quite conservative and is far from the AESA property. Indeed, the AMESA property allows us to assign $n s^{2}$ coefficients of the matrices $\Gamma_{j}, j=\overline{1, n}$, and the AESA property allows us to assign $n s$ coefficients of the characteristic polynomial (59). These properties are coinciding only if $s=1$ in general.

The condition $m k \geq n$ is necessary for AMESA by LSOF (Remark 5). This is clear because if $m k<n$, then the number $m k s^{2}$ of coefficients of the gain matrix $Q$ in (19) is less than the number $n s^{2}$ of coefficients of matrices $\Gamma_{j}, j=\overline{1, n}$, that we have to assign, and, in this case, the arbitrary assignability is impossible. This can be compared with the result of Wang [31] for the problem of AESA by LSOF for system (15) but there is no direct relationship between the results presented here and Wang's results.

The AMESA property is much stronger than the AESA property. In particular, it allows us to assign not only eigenvalues for the closed-loop system but also eigenvectors with a high degree of freedom. The problem of the simultaneous assignment of the eigenvalue spectrum together with the eigenvectors is one of the important problems of the theory of eigenvalue placement. As an example, we present the following property that systems with AMESA have.

Theorem 11. For any different $\lambda_{\xi} \in \mathbb{R}, \xi=\overline{1, n s}$, and for any linear independent vectors $h_{1}, \ldots, h_{s} \in \mathbb{R}^{s}$ there exist matrices $\Gamma_{j} \in M_{s}(\mathbb{R}), j=\overline{1, n}$, such that the general solution of system (9) has the form

$$
\begin{align*}
x & =C_{1} h_{1} \exp \left(\lambda_{1} t\right)+C_{2} h_{2} \exp \left(\lambda_{2} t\right)+\ldots+C_{s} h_{s} \exp \left(\lambda_{s} t\right) \\
& +C_{s+1} h_{1} \exp \left(\lambda_{s+1} t\right)+\ldots+C_{2 s} h_{s} \exp \left(\lambda_{2 s} t\right)+\ldots  \tag{95}\\
& +C_{(n-1) s+1} h_{1} \exp \left(\lambda_{(n-1) s+1} t\right)+\ldots+C_{n s} h_{s} \exp \left(\lambda_{n s} t\right) .
\end{align*}
$$

Proof. Let different $\lambda_{\xi} \in \mathbb{R}, \xi=\overline{1, n s}$, and linear independent vectors $h_{1}, \ldots, h_{s} \in \mathbb{R}^{s}$ be given. Construct $S:=\left[h_{1}, \ldots, h_{s}\right] \in M_{s}(\mathbb{R})$. Then $\operatorname{det} S \neq 0$. Set

$$
\begin{gather*}
N_{1}:=\operatorname{diag}\left\{\lambda_{1}, \ldots, \lambda_{s}\right\}, \quad N_{2}:=\operatorname{diag}\left\{\lambda_{s+1}, \ldots, \lambda_{2 s}\right\}, \quad \ldots, \\
N_{n}:=\operatorname{diag}\left\{\lambda_{(n-1) s+1}, \ldots, \lambda_{n s}\right\} . \tag{96}
\end{gather*}
$$

Then the matrices $N_{j}, j=\overline{1, n}$, are commuting. Construct

$$
\begin{equation*}
L_{1}:=S N_{1} S^{-1}, \quad \ldots, \quad L_{n}:=S N_{n} S^{-1} \tag{97}
\end{equation*}
$$

Then $L_{j}, j=\overline{1, n}$, are commuting as well. Let

$$
\begin{equation*}
\left(\lambda I-L_{1}\right)\left(\lambda I-L_{2}\right) \cdots\left(\lambda I-L_{n}\right)=: I \lambda^{n}+\Gamma_{1} \lambda^{n-1}+\ldots+\Gamma_{n} \tag{98}
\end{equation*}
$$

i.e., $\Gamma_{1}:=-\left(L_{1}+\ldots+L_{n}\right), \ldots, \Gamma_{n}:=(-1)^{n} L_{1} \cdot \ldots \cdot L_{n}$. Then the matrices $\Gamma_{j} \in M_{s}(\mathbb{R})$, $j=\overline{1, n}$, are required.

In fact, let us show that the vector-function $x_{j, i}(t)=h_{i} \exp \left(\lambda_{(j-1) s+i} t\right)$ is a solution of system (9) for every $j=\overline{1, n}$ and $i=\overline{1, s}$. It follows from (97) that $L_{j} S=S N_{j}, j=\overline{1, n}$. Then, it follows from (96) that

$$
\begin{equation*}
L_{j} h_{i}=\lambda_{(j-1) s+i} h_{i} \quad \forall j=\overline{1, n} \quad \forall i=\overline{1, s} \tag{99}
\end{equation*}
$$

It follows from (98) that

$$
\begin{equation*}
x^{(n)}+\Gamma_{1} x^{(n-1)}+\ldots+\Gamma_{n} x=\left(\frac{d}{d t}-L_{1}\right)\left(\frac{d}{d t}-L_{2}\right) \ldots\left(\frac{d}{d t}-L_{n}\right) x . \tag{100}
\end{equation*}
$$

Moreover, the operators in the right-hand side of (100) are commuting. Let the operator $\left(\frac{d}{d t}-L_{j}\right)$ in the right-hand side of (100) be repositioned to the most right position. We have

$$
\begin{aligned}
& \left(\frac{d}{d t}-L_{j}\right) x_{j, i}(t)=\left(\frac{d}{d t}-L_{j}\right) h_{i} \exp \left(\lambda_{(j-1) s+i} t\right) \\
& \quad=\left(\lambda_{(j-1) s+i} h_{i}-L_{j} h_{i}\right) \exp \left(\lambda_{(j-1) s+i} t\right)=0
\end{aligned}
$$

due to (99). Thus, by (100), $x_{j, i}(t)$ is a solution of (9) for every $j=\overline{1, n}$ and $i=\overline{1, s}$.
Since all $\lambda_{\xi}, \xi=\overline{1, n s}$, are different, the vector-functions $x_{j, i}(t), j=\overline{1, n}, i=\overline{1, s}$, are linearly independent. Therefore, formula (95) gives a general solution of system (9). Q.E.D.

Remark 16. The condition of Theorem 11 that all $\lambda_{\xi}$ are different can be weakened to the condition that all the vector-functions $x_{j, i}(t)$ are linearly independent.

Remark 17. One can derive other properties for a closed-loop system from the AMESA property. The AMESA property is poorly studied. The study of this property can be the subject of further research.

## 7. Examples

Example 2. Let $\mathbb{K}=\mathbb{R}, n=3, m=k=p=s=2$, and the matrices of system (17), (18) have the form

$$
\begin{gather*}
A_{1}=\left[\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right], \quad A_{2}=\left[\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right], \quad A_{3}=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right]  \tag{101}\\
B_{21}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right], B_{22}=\left[\begin{array}{cc}
0 & 1 \\
1 & -1
\end{array}\right], B_{31}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], B_{32}=\left[\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right]  \tag{102}\\
C_{11}=\left[\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right], C_{12}=\left[\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right], C_{21}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right], C_{22}=\left[\begin{array}{cc}
1 & 0 \\
-1 & 1
\end{array}\right] . \tag{103}
\end{gather*}
$$

Let us construct matrices (42):

$$
B=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 \\
0 & -1 & 1 & -1 \\
0 & 1 & -1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right], \quad C=\left[\begin{array}{cccc}
-1 & 0 & 1 & -1 \\
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 \\
0 & -1 & -1 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

Construct

$$
\begin{aligned}
& C^{T} \star B=\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & 0 & 1 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 1 & 0 & 0 & -1 & 1 \\
1 & 0 & -1 & 0 & 0 & 1 & 0 & -1 \\
0 & -1 & 0 & 1 & 1 & -1 & -1 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & -1 & 0 & 0 & 1 & -1
\end{array}\right], \\
& C^{T} \star \mathcal{J} B=\left[\begin{array}{cccccccc}
-1 & 1 & 0 & 0 & -1 & -1 & 0 & 0 \\
1 & 1 & 0 & 0 & -1 & 2 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 & 1 & 1 \\
0 & 0 & -1 & -1 & 0 & 0 & 1 & -2 \\
1 & 1 & 0 & -1 & -1 & 1 & 1 & 0 \\
1 & -1 & -1 & 0 & 1 & 0 & 0 & -1 \\
-1 & 0 & 1 & 1 & 0 & -1 & -1 & 1 \\
0 & 1 & 1 & -1 & -1 & 1 & 1 & 0
\end{array}\right], \\
& C^{T} \star \mathcal{J}^{2} B\left.\begin{array}{cccccccc} 
\\
0 & -1 & 0 & 0 & 1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & -1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & -1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & 1 & 1 & 0 & -1 & 0 \\
-1 & 0 & 1 & 0 & 0 & -1 & 0 & 1
\end{array}\right]
\end{aligned}
$$

Construct (51):

$$
\Theta=\left[\begin{array}{rrrrrrrrrrrrrrrr}
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & -1 & 0 & 0 & 1 & 0 & -1 \\
0 & -1 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & -1 & 0 & 1 & 1 & -1 & -1 & 1 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & -1 & 1 & 0 & 0 & 0 & -1 & 0 & 0 & 1 & -1 \\
-1 & 1 & 0 & 0 & -1 & -1 & 0 & 0 & 1 & 1 & 0 & -1 & -1 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 & -1 & 2 & 0 & 0 & 1 & -1 & -1 & 0 & 1 & 0 & 0 & -1 \\
0 & 0 & 1 & -1 & 0 & 0 & 1 & 1 & -1 & 0 & 1 & 1 & 0 & -1 & -1 & 1 \\
0 & 0 & -1 & -1 & 0 & 0 & 1 & -2 & 0 & 1 & 1 & -1 & -1 & 1 & 1 & 0 \\
0 & -1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & -1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & -1 & 0 & 0 & -1 & 0 & 1 & 1 & 0 & -1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & -1 & 0 & 1 & 0 & 0 & -1 & 0 & 1
\end{array}\right] .
$$

We have $\operatorname{rank} \Theta=12$, hence, by Theorem 3 system (17), (18) is AMESA by LSOF (19). Let us construct this feedback control. Suppose, for example, that

$$
\Gamma_{1}=\left[\begin{array}{ll}
3 & 0  \tag{104}\\
0 & 1
\end{array}\right], \quad \Gamma_{2}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right], \quad \Gamma_{3}=\left[\begin{array}{ll}
1 & 0 \\
0 & 3
\end{array}\right] .
$$

Constructing $w$ by formula (54), we obtain

$$
w=\operatorname{col}(-4,0,0,0,0,1,0,2,-2,0,0,-4)
$$

Calculating $v$ by formula (56), we obtain

$$
v=\operatorname{col}(-3,1,-3,-1,-1,-1,1,-1,0,0,1,1,0,-4,-1,-5) .
$$

From (57), we obtain

$$
Q=\left[\begin{array}{cccc}
-3 & -3 & 0 & 1  \tag{105}\\
1 & -1 & 0 & 1 \\
-1 & 1 & 0 & -1 \\
-1 & -1 & -4 & -5
\end{array}\right]
$$

Feedback control (19) with (105) reduces the system (17), (18) with (101), (102), (103) to the system

$$
x^{\prime \prime \prime}+\Gamma_{1} x^{\prime \prime}+\Gamma_{2} x^{\prime}+\Gamma_{3} x=0
$$

with (104).

Example 3. Let $\mathbb{K}=\mathbb{R}, n=3, m=k=p=s=2$, and the matrices of system (17), (18) have the form

$$
\begin{gather*}
A_{1}=\left[\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right], \quad A_{2}=\left[\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right], \quad A_{3}=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right]  \tag{106}\\
B_{21}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right], B_{22}=\left[\begin{array}{cc}
0 & 1 \\
1 & -1
\end{array}\right], B_{31}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], B_{32}=\left[\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right]  \tag{107}\\
C_{11}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], C_{12}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], C_{21}=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right], C_{22}=\left[\begin{array}{cc}
-2 & 0 \\
0 & -2
\end{array}\right] . \tag{108}
\end{gather*}
$$

Let us construct matrices (42):

$$
B=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 \\
0 & -1 & 1 & -1 \\
0 & 1 & -1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right], \quad C=\left[\begin{array}{cccc}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
-1 & 0 & -2 & 0 \\
0 & -1 & 0 & -2 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

Blocks of $C$ are scalar matrices. Construct

$$
\begin{gathered}
C^{T} B=\left[\begin{array}{cccc}
-1 & 0 & 0 & -1 \\
0 & 1 & -1 & 1 \\
-2 & 0 & 0 & -2 \\
0 & 2 & -2 & 2
\end{array}\right], \quad C^{T} \mathcal{J} B=\left[\begin{array}{cccc}
1 & -1 & 1 & 1 \\
-1 & -1 & 1 & -2 \\
1 & -2 & 2 & 1 \\
-2 & -1 & 1 & -3
\end{array}\right] \\
C^{T} \mathcal{J}^{2} B=\left[\begin{array}{cccc}
0 & 1 & -1 & 0 \\
1 & 0 & 0 & 1 \\
0 & 1 & -1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right]
\end{gathered}
$$

Construct (67):

$$
\Omega=\left[\begin{array}{cccccccc}
-1 & 0 & 0 & -1 & -2 & 0 & 0 & -2 \\
0 & 1 & -1 & 1 & 0 & 2 & -2 & 2 \\
1 & -1 & 1 & 1 & 1 & -2 & 2 & 1 \\
-1 & -1 & 1 & -2 & -2 & -1 & 1 & -3 \\
0 & 1 & -1 & 0 & 0 & 1 & -1 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 & 0 & 1
\end{array}\right]
$$

We have $\operatorname{rank} \Omega=6$, hence, by Theorem 8 , system (17), (18) is AMESA by LSOF (19).
Let us construct this feedback control. Suppose, for example, that

$$
\Gamma_{1}=\left[\begin{array}{cc}
-1 & 1  \tag{109}\\
1 & 1
\end{array}\right], \quad \Gamma_{2}=\left[\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right], \quad \Gamma_{3}=\left[\begin{array}{cc}
-1 & 2 \\
0 & 1
\end{array}\right]
$$

Constructing $W$ by formula (68), we obtain

$$
W=\left[\begin{array}{cc}
0 & -1 \\
-1 & 0 \\
0 & 0 \\
0 & 1 \\
0 & -2 \\
0 & -2
\end{array}\right]
$$

Calculating $V$ by formula (70), we obtain

$$
V=\left[\begin{array}{cc}
-1 & -3 \\
0 & -1 \\
0 & 1 \\
1 & -2 \\
1 & 1 \\
0 & 0 \\
0 & 0 \\
-1 & 2
\end{array}\right]
$$

From (71), we get

$$
Q=\left[\begin{array}{cccc}
-1 & -3 & 1 & 1  \tag{110}\\
0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & -2 & -1 & 2
\end{array}\right]
$$

Feedback control (19) with (110) reduces the system (17), (18) with (106), (107), (108) to the system

$$
x^{\prime \prime \prime}+\Gamma_{1} x^{\prime \prime}+\Gamma_{2} x^{\prime}+\Gamma_{3} x=0
$$

with (109).
Example 4. Let $\mathbb{K}=\mathbb{R}, n=3, m=k=p=s=2$, and the matrices of system (17), (18) have the form

$$
\begin{gather*}
A_{1}=\left[\begin{array}{cc}
-1 & 0 \\
2 & 1
\end{array}\right], \quad A_{2}=\left[\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right], \quad A_{3}=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right],  \tag{111}\\
B_{21}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], B_{22}=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right], \quad B_{31}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], B_{32}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right],  \tag{112}\\
C_{11}=\left[\begin{array}{cc}
1 & -1 \\
1 & 0
\end{array}\right], C_{12}=\left[\begin{array}{cc}
-1 & 0 \\
0 & 0
\end{array}\right], C_{21}=\left[\begin{array}{cc}
0 & 0 \\
1 & -1
\end{array}\right], C_{22}=\left[\begin{array}{cc}
-1 & 0 \\
0 & 0
\end{array}\right] . \tag{113}
\end{gather*}
$$

Let us construct matrices (42):

$$
B=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 \\
0 & 1 & 0 & -1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{array}\right], \quad C=\left[\begin{array}{cccc}
1 & -1 & -1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 \\
1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] .
$$

Blocks of $B$ are scalar matrices. Construct

$$
\begin{gathered}
C^{\mathcal{T}} B=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
1 & -1 & -1 & 1 \\
-1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \quad C^{\mathcal{T}} \mathcal{J} B=\left[\begin{array}{cccc}
1 & -1 & -1 & 1 \\
2 & -1 & 0 & -1 \\
-2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \\
C^{\mathcal{T}} \mathcal{J}^{2} B= \\
\end{gathered}
$$

Construct (78):

$$
\Xi=\left[\begin{array}{cccccc}
0 & 0 & 1 & -1 & 1 & -1 \\
1 & -1 & 2 & -1 & 1 & 0 \\
0 & 0 & -1 & 1 & 1 & -1 \\
-1 & 1 & 0 & -1 & 1 & 0 \\
-1 & 0 & -2 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

We have $\operatorname{rank} \Omega=\operatorname{rank} \Xi^{T}=6$, hence, by Theorem 9, system (17), (18) is AMESA by LSOF (19). Let us construct this feedback control. Suppose, for example, that

$$
\Gamma_{1}=\left[\begin{array}{cc}
-1 & 0  \tag{114}\\
0 & 1
\end{array}\right], \quad \Gamma_{2}=\left[\begin{array}{cc}
1 & 0 \\
1 & 3
\end{array}\right], \quad \Gamma_{3}=\left[\begin{array}{cc}
-1 & 2 \\
0 & 1
\end{array}\right]
$$

Constructing $Y$ by formula (79) we obtain

$$
Y=\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & -2 \\
2 & 0 & 0 & -2 & 0 & -2
\end{array}\right]
$$

Calculating $X$ by formula (80), we obtain

$$
X=\left[\begin{array}{cccccccc}
2 & -1 & 0 & -1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 0 & 3 & 0
\end{array}\right]
$$

From (81), we get

$$
Q=\left[\begin{array}{cccc}
2 & -1 & 0 & 0  \tag{115}\\
1 & 1 & 1 & 0 \\
0 & -1 & 0 & 0 \\
1 & 1 & 3 & 0
\end{array}\right]
$$

Feedback control (19) with (115) reduces the system (17), (18) with (111), (112), (113) to the system

$$
x^{\prime \prime \prime}+\Gamma_{1} x^{\prime \prime}+\Gamma_{2} x^{\prime}+\Gamma_{3} x=0
$$

with (114).

## 8. Conclusion

In this paper we have studied the problem of arbitrary matrix eigenvalue spectrum assignment by linear static output feedback for a control system defined by a linear time-invariant differential equation of the $n$-th order with the $s$-dimensional state, input and output. We have obtained necessary and sufficient conditions for AMESA by LSOF. These conditions are expressed in terms of system coefficients and do not depend on coefficients $A_{i}$ of the free system. Particular cases have been studied when the system has block scalar matrix coefficients. The results extend the known results on AESA by LSOF obtained for $s=1$ and on AMESA by LSSF. It is proved that AMESA by LSOF implies AESA by LSOF. As corollaries, sufficient conditions for AESA by LSOF have been obtained. It has been shown that these sufficient conditions are not necessary, in general case, if $s>1$. Illustrative examples are presented.

A further development of these results may be their extension to block systems of more general form and more detailed study of the AMESA property.
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