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ON THE EXTENSION OF SCHWARTZ DISTRIBUTIONS
TO THE SPACE OF DISCONTINUOUS

TEST FUNCTIONS OF SEVERAL VARIABLES

V. DERR AND D. KINZEBULATOV

ABSTRACT. The present paper is devoted to the inves-
tigation of the properties of the space of distributions with
discontinuous test functions of several variables. The consid-
eration of discontinuous test functions allows us to define the
operations of integration of distributions and multiplication
of distributions by discontinuous functions which are continu-
ous, defined everywhere and coinciding with the ordinary ones
for regular distributions. These operations are undefined in
the classical space V of distributions with continuous test
functions, yet necessary in many applications of distribution
theory; in what follows, we consider a class of zero-sum games
with discontinuous payoff functions; these games may have no
solution in the set of pure strategies or in the set of classical
mixed strategies, but may possess the solution in the set of
TV -mixed strategies which are the elements of the new space
of distributions.

1. Introduction. For the past decades the progress of distribution
theory was highly motivated by efforts to overcome well-known insuf-
ficiencies of the classical space V of distributions with continuous test
functions [16]: the impossibility to define in the space V the correct
operation of integration of distributions, as well as the correct operation
of multiplication of distributions by discontinuous functions [2, 12, 13,
14, 15] (the operation is said to be correct if it is defined everywhere,
continuous and coincides with the ordinary one for regular distribu-
tions [16]). Numerous applications of distribution theory to ordinary
and partial differential equations [2, 5, 14, 15], where the necessity to
integrate distributions and to multiply distributions by discontinuous
functions arise, demonstrate the importance of the definition of these
operations.
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In the present paper we study the space TV of distributions with dis-
continuous test functions of several variables, where the correct opera-
tion of integration of distributions, as well as the correct, commutative
and associative operation of multiplication of distributions by discontin-
uous functions, is defined. In the space TV, the family of delta-functions
Sp € TV is defined. The parameter a is called the characteristics of the
shape: if n = 1 (the number of variables), then a : {-1,1} -»• R,
a ( l ) + a ( - l ) = 1, and

(1) 9Sa = a{l)5+,

where 9 is the Heaviside function and 8+ 6 TV is the right delta-function
(the notation S+ stands for <Sa with a(l) = 1, a ( - l ) = 0). Due to
continuity of the operation of multiplication in TV, the equality (1) can
also be obtained if the delta-functions are replaced by terms of the
corresponding delta-sequences in TV. The equality (1) resembles the
empiric definitions of the product in the space V of the form

(2) 98 = /38, /3s R,

where 5 6 V (/? = 1/2 in [5]; other values of/3 € R are considered in [5,
12, 13, 14, 15], see further references therein). Despite resemblance
with (1), the operation of multiplication (2) is neither continuous nor
associative (if /3 ф 0, 0 ф 1). Consideration of the discontinuous test
functions allows us to overcome these and other insufficiencies of the
classical space of distributions V.

The space of distributions with discontinuous test functions of one
variable was constructed in [8, 9], where the test functions are infinitely
differentiable on R \ {0} and possess a discontinuity of the first kind
(together with all their derivatives) at the point x = 0. In the present
paper we consider the case of several variables and, in contrast to [8,
9], do not pose any restrictions on the set of points of discontinuity of
the test functions (equivalently, on the set of points of discontinuity of
an ordinary multiple). We show that every distribution in V admits
a linear continuous extension from the classical space of continuous
test functions V to the space of discontinuous test functions %. Let us
note that the definition of the derivative of a locally-summable function
/ ^ ktocW gi v e n m [8> 9] by the formula

f(x)<p'(x) dx,
R
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where tp' is defined on R\{0}, gives rise to the operator of differentiation
which is neither continuous nor linear, e.g., в' ф -(1 — в)'.

In what follows, we propose another definition of the derivative, which
agrees with the topology in TV. Since the distributions in %' arise as
the continuations of the distributions in V, the elements of the space
TV do not allow unlimited differentiation and, similarly to the elements
of the space V, may be viewed as measures.

Let us mention that every Schwartz distribution can also be inte-
grated, multiplied by a discontinuous function and, furthermore, mul-
tiplied by another distribution, in the algebra of Colombeau generalized
functions [1, 2]. However, in contrast to our approach, in the general
case the value of the integral of a distribution is not an ordinary real
or complex number, the value of the product is not a distribution, but
the Colombeau generalized function [1].

As one of the applications of the results obtained, in the last section
we consider the family of zero-sum games with discontinuous payoff
functions (for more details on noncooperative games with discontinuous
payoff functions, see [4, 11] and further references therein), which in
the general case do not possess the solutions in the set of the pure
strategies or in the set of the classical mixed strategies [7], yet possess
solutions in the set of the so-called TZ'-mixed strategies, which have an
obvious probabilistic interpretation.

2. Regulated functions. In what follows, the algebra of regulated
functions is used to define the space of discontinuous test functions,

Let О, с R™ be an open set. Let F be the family of finite unions and
differences of convex subsets of п. We call F the appropriate family.
Following [3], we саБ a bounded function g : U ь-> R the regulated
function if, for every x e О (where Q, stands for the closure of U) and
any e > 0 there exist a neighborhood Ux = Ux(e) e F and {Si}f=x С F
such that Ux — U^Si, and \g(yi) - #(j/2)| < e for every j/bj/2 € Si,
1 ^ i ^ m. The algebra of regulated functions is denoted by G(u) and
endowed with the supremum-norm [3]. A regulated function g 6 G(fl)
is called piecewise-constant if, for every bounded open subset Г С п,
the restriction g\p is a linear combination of the characteristic functions
Xs, where S G {AnГ : A S T} [3]. We denote the algebra of piecewise-
constant functions by PC(f2).
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Lemma 1 [3]. A function g : Q, —¥H is in G(ft) if and only if there

exists a sequence {gk^kLi С РС(£2) such that

(3) \\g - 9k\\£(n) •= suv{g{x) - gk(x)) -+ 0.

If n = 1, then G(fi) is the algebra of bounded functions possessing
the one-sided limits g(x+), g(x—) for each x 6 п (at the boundary
points of f2 the existence of one of the one-sided limits is assumed) [3].

Let us define the notion of the surrounding value of a regulated
function g G G(u) at the point xo € Cl. Let 5 n ~ 1 be the unit sphere
in R n centered at 0. For each s G Зп~г we define

(4) 7 я Ы ( я ) := t}bb+g{xo + ts).

Let us show that the function 7г(жо)(0 is defined everywhere on Sn~x.
Let s G S " " 1 be given. We denote L = {xo + ts : 0 < t < 1}. Let
TL ••= {А П L : A e T}. Then, as follows from the definition of T, TL
is an appropriate family for the interval L. By virtue of the remark
above on the algebra G(fl) for n = 1, the limit (4) exists.

We denote g(x)(-) := 7ff(a;)(-). We call g(x)(-) : Sn~l i-> R the
surrounding value of g at x. If g is continuous at x, then 5(ж)(-) = g(x),
i.e., the surrounding value is identically equal to the ordinary value.

Example 1. If n = 1, then 5° = {—1,1}, and the surrounding value
can be identified with the ordered pair of one-sided limits. If n = 2,
then we identify S1 and the interval [0,2тг), so the surrounding value
is the mapping [0,2тг) ь> R. For n = 3, the surrounding value is the
mapping of the unit sphere 5 2 (-> R.

Remark 1. Consideration of the surrounding value of a regulated
function at a point of discontinuity allows us (roughly speaking) to
estimate the values of the function in a sufficiently small neighborhood,
which is important for further construction of the space of distributions
with discontinuous test functions.

Lemma 2. For every x € Cl, the surrounding value g(x)(-) G
1
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Proof. Suppose that x 6 п is given. Clearly, g(x)(•) is bounded. Let
{9k}kLi С PC(f2) be the sequence in the formulation of Lemma 1,
Then gk(x)(-) is Lebesgue measurable on Sn~1. Due to the uniform
convergence (3) we may change the order of limits in (3) and (4), so

(5) sup (gk(x)(s) - g(x)(s)) —> 0.

Consequently, g(x)(-) is Lebesgue measurable on S1""1 as the limit of a
uniformly convergent sequence of the Lebesgue measurable functions.
As a result, g(x)(-) e L°°(5"-1). a

Let J = {g 6 G(fi) : g(x)(-) = 0 (x € п)}. Then J is a closed
ideal in G(fi). We define the factor-algebra G(u) = G(f2)/J, so, every
element of the algebra G(fi) is uniquely determined by its surrounding
values on D,. The algebra G(J7) is endowed with the norm

Lemma 3. The mapping G(fi) -* L0 0(5n~1) : g -* g{x)(-) is the
continuous algebra homomorphism.

Proof. As follows from the arithmetic properties of the limit, this
mapping is a homomorphism. The continuity follows from (5), see the
proof of Lemma 2. •

Let us define the set of points of discontinuity of g e G(u) by
T(g) = {x e Q, : g(x)(-) ф const in Lo 0(5n~1)}. In what follows,
by the use of notation g{x) we assume that x e п \ T(g).

Let us define the support supp(#) = с1{ж е П : #(#)(") Ф
0 in I/0 0^"-"1)}.

Lemma 4. G(u) is the Banach algebra.

Proof. Since G(fl) = G(fl)/J, where J is a closed ideal, and G(Q.) is
Banach [3], according to a known statement we have that the factor-
algebra G(f2) is also Banach. D
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Let us denote by PC(fi) *->• G(U) the image of the algebra of
piecewise-constant functions under the canonical mapping G(f2) —>
G(fi), where the notation <-»• stands for the embedding, i.e., the
injective map preserving the linear and the topological structure.

Let C(O) <-> G(O) be the algebra of continuous elements of G(f2),

Lemma 5. The closure of PC(ft) coincides with G(fi).

Proof. Let g 6 G(U) be given. Let g e G(fl) be the corresponding
equivalence class of g in G(u). Then ||<7||G(n) ^ ll̂ llSfn) У̂ *^е

definition of the norm in the factor-algebra G(ft). It suffices to apply
Lemma 1 to complete the proof. Q

Lemma 6. Suppose that g € G(fi). Then T(g) с U^dSk for
certain Sk € T.

Proof. Let us denote by T(g) the set of points of discontinuity of a
representative g e G(fi). Clearly, T(g) с Т(д). According to [3] there
exist SkeF,k€N, such that T(g) = U%°=1dSk, so T(g) с Uf^BSk. a

Lemma 6 implies that, if n = 1, then the set T{g) of points of
discontinuity of g € G(ft) is at most countable.

3. Distributions. Let V(u) be the space of functions (p E С(п)
having compa.ct support supp (tp) С f2 and endowed with the standard
locally-convex topology [16] (the space of continuous test functions).

Let TZ(D.) be the space of functions tp € G(fl) having compact
support supp (tp) С п (the space of discontinuous test functions). The
basis of neighborhoods of zero in 7£(fi) consists of the neighborhoods
Щ = {<p € Щп) : \<p(x)(-)\ < ф) [x € fi)}, where 7 6 C(fi), ф) > О
for all x € Q. Here <p(x)(-) is the surrounding value of tp € V,(u) at
the point x e f2; we put |y(a;)(-)| < l{x) if |y>(a;)(s)| < 7(0;) for every
s 6 Sn~1. As follows from the definition of the topology in V(u) [16],
we have V(U) «-> H((l).
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Theorem 1. The space 1Z(Q.) is a locally-convex topological vector
space.

Proof. Let us show that, for any two neighborhoods £/7l, Ul2) there
exists a neighborhood Ul3 such that Е/7з с f/7l Г\ЩЯ. Clearly, Uyi DC/72

consists of the test functions ip G 1Z(U) such that |^(аз)(-)| < 7i(a:),
lv(a;)(")l < 72(») f° r every x 6 ft. So, it suffices to put 7з(ж) =
min{7i(a;),72(a;)}) a; G ft, where 73 G C(ft), 73(ж) > 0 for every x G ft
and !77 3 = f77l П У7 а.

Further, given A G R, |A| < 1, and a neighborhood Щ, we have AE/7 С
C/7 since, for each <p <S C^, |Ay»(as)(-)| = |A|^(a;)(-)| ^ |v»(ar)(-)| < Ф)
for every ж G ft.

Suppose that С С ft is compact. Let tp e 7£(ft), supp (v?) С С, and
7 E C(ft), 7 > 0, be given. Since тт ж е с -{ |7(а;) |} > О, we may define
A = maxa ; ec7{||^(x)(-)||L»(Sn-i)}/min ; c e C.{|7(a;)|} ^ 0. Then, clearly,
<p G /t?77 for every /i G R, |Ai| ^ A.

Also, for every neighborhood U1 there exists a neighborhood ?77' such
that J77' + Uy> С С/7. Indeed, we may put 7' = 7/2. According to [7]
the space 7£(ft) is a topological vector space.

Further, consider a sequence of neighborhoods {Щк}'^_.1, where 7^ =
1/k on ft. Then P^-iUlk = {0}, so according to [7] the space 72.(ft) is
Hausdorff.

Given a neighborhood Щ and the test functions tp,ip G ?77, we
have \\V(x)(.) + (1 - ХЖх)(-)\ ^ \\ф)(-)\ + (1 - Х)\Ф(х)(-)\ $
Xjix) + (1 - А)7(ж) = 7(ai), a; G ft, for every 0 < A < 1, so ?77 is
convex. Since 7^(ft) is Hausdorff, 7?.(ft) is locally-convex. •

The same argument as for the space V [16] allows us to show that
tpk -t (p in 7£(ft) if and only if there exists a compact subset С С ft
such that supp (tpk) С С, к G N, and (pk -> V' in G(ft).

Let I>'(ft) and 7^'(ft) be the spaces topologically adjoint to £>(ft)
and 7£(ft) (over R) , respectively. By definition, the elements of D'(ft)
and 71' (ft) are the linear continuous functionals defined on V (ft) and
7£(ft), respectively. The elements of 2?'(ft) and Я'(п) are called the
distributions.
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Theorem 2. Every distribution in V(u) admits a linear continuous
extension from D(u) to Щп).

Proof. We have the embedding V(u) <-> 71(0,). According to The-
orem 1 the space %(0) is locally-convex, so the linear and continuous
extension exists by the Hanh-Banach theorem [7]. D

The space К'(п) is endowed with linear operations and weak* topol-
ogy, so fk -> / in TV (SI) if and only if (fk,4>) -» (/, V3) f°r every
<p 6 П(п).

Example 2. Let / e L^fi). Let us define the regular distribution
f 6 П'(п) by the formula

(6) (/, <p)= [ f(x)<p(x) dx, if € П(п).
Ju

Since V(u) 4- 1l(u) and the canonical mapping L1

1

oc(fi) ->• V'(u) is
injective [16], we may identify the elements of b1

1

oc(fi) and the regular
distributions in 7£'(fi).

Example 3. Suppose thatp G fi. Let a € Ll(Sn~l), / sn_x a(s) ds =
1 be given. We define

(7) {S$,4>)= [ a(sMp)(s)ds,

where <p(p)(') is the surrounding value of the test function ip £ 1l(Q)
at p £ (I, The linearity and continuity of the functional S" follows
from Lemma 3, so <5£ £ W(U). We call 6$ 6 К'(п) the delta-function
possessing the characteristics of the shape a. For any ip € Т>(Щ we
have that the surrounding value <p(p)(-) = y(p), so

[
Thus, 5% € 1l'(u) is an extension of 5P G V'(U) from V(u) to П(П).

Example 4. Let n = 1, /3 = a(l) (see Example 1). Then
(5", <p) = /V(p+) + (1 - /3)ip(p-). We define the right delta-function
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by (£+, ip) = <p(p+), and we define the left delta-function by (5p , ip) =
э—), so

Example 5. Let n = 1, /3 € R. As follows from the properties of
the integral, the sequence {uk}kLi>

:= k

converges to a delta-function, i.e., Шк -t 5%, where 0 = a(l) (see
Example 4); (this explains the use of the term "characteristics of the
shape of the delta-function").

The derivative of / 6 TV (£2) is a distribution / ' e %'{п) such that

Example 6. Let n = 1. Since <5£ |z»(n) = <̂P € ^ ( П ) , and 6p = Sp in
P'(fi), we have that 5g = 6p for any characteristics of the shape a (so,
the operation of differentiation in TZ'(Cl) is multi-valued). Analogously,

for every ? 6 fi, с 6 R. Note that for any q € £2, с G R, there exists a
sequence {/fc}]^ of continuously differentiable functions Д : £1! —)• R
such that /fc -> бр and Д -> ^ + c(5+ - 5~) - 0p.

We call the support supp (/) С £2 of / 6 W'(£2) the minimal closed
set such that for every test function <p e 7tL(O) possessing the property
supp (/) П supp (<p) = 0 we have the equality (/, tp) = 0.

The distribution / 6 W(U) is called nonnegative (/ ^ 0), if (/, <p) > 0
for any I/? ^ 0, 9? 6 ft(£2). The regular distribution / e H'{Q) is
nonnegative if and only if /(•) ^ 0 in L]

1
0C(£2). The latter follows

from the embedding I>(£2) <-> %(п) and the fact that the analogous
statement is true for I>'(£2) [16].

The proof of the next lemma is similar to the proof of the analogous
statement for the space X>'(£2) [16].
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Lemma 7. If {fk}kLi converges in 7£'(fi), <pk -* 0 in %(п), then

Proof. Suppose the contrary. Then we may assume that (let us
consider a subsequence, if necessary) there exists а с > 0 such that
|(/fciVfc)| ^ о > О, к 6 N. Since ipk ->• 0 in Щп), then we
may suppose (also, if necessary, let us consider a subsequence) that
IMIo(fi) ^ 1/(4*)- We define (k = 2htpk б ЩП). Then we have

(8) ||С*||о(П) < ^ ,

so Cfc -> 0 in Tl(u), though

2k\(fk,<pk)\Z2kc^ oo.

Let us choose / f c l, Cfe so that |(/fc1(Cfci)| > 1- Suppose that fki, Ck,-
are chosen, 1 < j < I - 1. Then, for fc ^ fc', |(ЛЯСО1 < 1/( 2 ' ^) .
1 ^ j < Z — 1. There exists fc; ^ fc' such that

i-i

(9) i(A,,c*,)i>i;i(/*M^)i+'
3=1

since |(//t,Cfc)l ->• oo, (fkiCkj) -> 0, A; -> oo. Suppose that the sequence
{Cfci }/°Si is constructed. Let us define ( = Xwii Cfĉ  > where the series
converges due to (8), so £ 6 Я(£2). Consequently,

Since 0)

(л„о=Е(л-

holds and

Cn,) <

(Л„С

oo
% • " \

fc|) +

1
nj—l

we obtain that |(Л,,С)| > i — 1. This contradicts ]imk-^oo(fk,Q
(/, C), where / = limfc-4oo /fc- a
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Let us define the product of / e Tl'(u) and g e G(Cl) by the equality

(10) W>V) ••=(

where <p 6 TZ(U) and, clearly, gtp e 71(0,). The operation of multiplica-
tion defined by (10) is commutative and associative in the sense that
(gh)f = g(hf) for any g, h € G(fl), / G П'(П).

Example 7. Let / £ 71'(п) be a regular distribution and let
g eG(Q,). Then

= / f(x)g{x)tp(x)dx,

i.e., for the regular distributions the operation of multiplication in
7£'(fi) coincides with the ordinary operation of multiplication.

Theorem 3. Suppose that gk -> g in G(fi), fk -* / in ft'(fi).
+9f гпП'{п).

Proof. Let us note that <?*;(£> -> 5^ in 7^(fi) for every <p 6
Consequently,

\(9kfk,<p) ~ {дШ\ =
< \{fk,9kf) - (fk,g<p)\ + \(fk,g<p) - (f,94>)\

< \{fk,9W - 94>)\ + \(fk,9<p) ~ (f,g<p)\ -4 0,

by virtue of Lemma 7 and convergence Д -»• / in 7?.'(П). п

Example 8. Let n = l , p £ f l . Let us define the Heaviside function
вр e G(U) by the equalities 6p(x) = 1, x > p, вр(х) = 0, x < p. Then

(6p5*,<p) := (6p*,6p<p)=

i.e., 6 P ^ = ^ + , where /3 = a(l), see Example 1, Example 4 and the
Introduction.
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Example 9. Let n = 2, p 6 U. Let us find the product of the
function g G G(fi),

м x1 > p 1, x2 > p2,
v ж1 <pl,x3<pi,
0 otherwise,

where x = (а;1, ж2), p - (p1,?2) e fi, and the delta-function 5° € 7£'(ft)

(a : [0,2тг) !-)• R, / ^ a(e) ds = 1). We have
(H)

J0
Г /" "

Let us denote

rv/2 лЗя-/2

p = / a(e) ds+ a(s) ds G R.

If /> T̂  0, then the equality (11) can be rewritten as

where 7 : [0,2тг) 4 R, J o * 7(5) ds = 1 are the characteristics of the
shape of the delta-function 6J given by

f(aa(s))/p 0 < S < T T / 2 ,

7(«) = < (A«*(«))/P 7Г < s < (Зтг)/2,

V 0 otherwise.

Let us define the integral of / G Л'(п) over 5 G Tc •— {S G ̂  : 5 С
fi} by the formula

(12) f fdx:=(f,Xs),
Js

where, clearly, Xs 6 7?.(fi). The integral (12) exists for every distribu-
tion, is linear with respect to the distribution and coincides with the
Lebesgue integral for regular distributions in 7£'(fi).
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Theorem 4. Suppose that S 6 FCI fk -+ / in %'{п). Then
fsfkdx-> fsfdx.

Proof. We have Js fk dx = (fh, Xs) -* (/, Xs) = / s / dx. n

Example 10. Let n = 1, p, XQ G fi, го < P- Then

Example 11. Let n = 2, p € П, 5р с П is a disk centered at p, and
S'pfr) с Б^ is a sector possessing the central angle r € [0,2тг). Then

p />27Г /"Г

/ 5$dx:={8%,Xsr{r))= I <x(s)xSp{T)(p)(s)ds= a(s)ds,
JSp(r) JO JO

where r 6 [0,2тг), and Xsp(r)(p){') is the surrounding value of the
characteristic functions Xsp(r) at p S fl.

Remark 2. As is well known, the definition of the correct operation
of multiplication of distributions by the elements of the algebra G(fi),
as well as the correct operation of integration of distributions, is
impossible in the space T>'(Cl) [16], see the Introduction. Along with
that, as follows from Example 7, Theorem 3 and Theorem 4, the
operations of multiplication and integration in the space TZ'(Cl) are
correct (let us note that the definition of the incorrect operation of
integration in the space T>'(fl) can be found in [6]).

4. The family of zero-sum games with discontinuous payoff
functions. Let п = ui x U2 C R 2 , where fii, fij are the open interval.
Let us consider the following zero-sum game

(13) G = {XUX2,P),

where X\, X% are the open intervals, Хг с fix, X2 С 0,2, p € G(u).

4.1. Pure and mixed strategies. The elements x\ 6 X\ and
X2 6 X2 such that (аг^жа) ^ T(p) are called the pure strategies of the
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first and the second player, respectively, the function p is called the
payoff function of the first player.

Also, we consider game G in the set of the mixed strategies, i.e., we
consider the game GL = (Xi,X2,p

L), where

X{ := (ui e L(X±) : щ ^ 0, / ut(xi)dxi = l l ,
I JXi )
< г 1

X% := и 2 ё ЦХ2) : u2 ^ 0, / u2{x2) dx2 = 1}
I Jx2 )

are the sets of the mixed strategies of the first and the second player,
respectively, the mapping

is the payoff function of the first player.

As the following example shows, G may have no solution in the set
of the pure strategies or in the set of the mixed strategies.

Example 12. Let Xx = X2 = (-1,1),

{ 1 a?i, x2 > 0, x\ + #2 < 1 or

x\,x2 < 0 , Ж1 + Ж2 > - 1 ,

0 otherwise.

The game G = (Xi, X2, p) does not have a solution in the set of pure
strategies. Indeed, for any x2 € X2 \ {0}, we have sup^ p{x^x2) = 1,
i.e., infj;2 supXl p(xi,x2) = 1. Similarly, for any x\ 6 X\ \ {0} we have
infX2 p(xi,x2) = 0, so supjj inf^ p(xi,X2) = 0. According to [7] the
solution of G does not exist.

Let us show that the game G does not have a solution in the set of
mixed strategies. Let us define

where Ui e X%. Clearly, the function aUl is nonnegative, monotonically
increasing on the interval (—1,0) С Х2, monotonically decreasing on
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the interval (0,1) С Хг and is such that <rUl(l-) = aUl(-l) = 0. So,
for any e > 0 there exists the strategy uf e X$ possessing the support
supp (ul) С (1 - e, 1) such that

р1 (иг,и
е

2)~ I
Jxx2

Consequently, infU2 р
ь(щ,и2) = 0 for any щ 6 Xf. Then

(14) sup inf pL (ui, U2) = 0.

Analogously, given U2 € X£, we define

=
JX

Clearly, the function rU3 is nonnegative, monotonically increasing on
the interval (—1,0) С Xi, monotonically decreasing on the interval
(0,1) c X i , and is such that the equality T U 2 ( 0 + ) + rU2(0—) = 1 holds.
Consequently, for any e > 0 the strategy u{ 6 Xf1 exists possessing the
support supp (uf) С (—е, e) such that

pL(ul,u2) = / rUa(a;i)uf (xi) dxi>l- e.
JXi

Consequently, supUl p
L(u\, щ) = 1 for any щ € X$. Then

(15) inf sup/г1 (ixi,ii2) = 1.
U2

Ul

Comparison of (14) and (15) shows that the game GL does not a have
solution [7].

4.2. 7£'-mixed strategies. In order to provide the existence of a
solution, let us consider the game (13) in the set of VI-mixed strategies,
i.e., let us consider the game GR = (X^X^ip11), where

rR / If f
4 ' I JXx

[^ -.= iV2 & %'(£t.2) '• V2 ^ 0) / ^2 ЙЖ2 = 1 >



1188 V. DERR AND D. KINZEBULATOV

are sets of the 7£'-mixed strategies of the first and the second player,
respectively, the mapping

Г ( Г(16) pR{vi,vz) := / ( /
JXi \JX
r

=
JX2

is the payoff function of the first player (the definitions of nonnegative
distribution and the integral of a distribution in the distribution space
TV were given above).

Definition 1. The elements V\ S X^, v% € X2 such that

/
JX

and the equality in (16) hold are called TV-mixed strategies,

We call the mapping pR the payoff function of the first player. Let us
note that X± С X?, X% С Xp, see Example 2, and pR\xfxx£ — PL-
We denote

p(x{±,X2) := lim /o(a;i,a!2), p(aJi,a;5±) := Hm /э(ж1,ж2).

Theorem 5. Suppose that p > 0. If there exists (xl,x^) e Xi x X2
such that

(17) a£:= lim p(a;i,a:2±) ^ р{хъх1±), хг > х*г,
X1+XI +

(18) а± := lim /0(3:1,ai^i) ^ p(a;i,a;2±), жх < x*,

(19) bj. := lim р(гс1±,я!2) < p{x\±,x2), x2 > x*2,
XJ-S-1B2 +

(20) 6± := liin p(a;i±, a?2) <p(xl±,x2), x2 < x%,
X2>X
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(21) br

+ = ar

+, bl_ = al, br_ = a\, bl

+ = aL,

(22) a\ ^ al, al ^ al

+, al > ar_, ar

+ ^ al

+,

and a!j_ — al

+ ф aT_ — al, then the pair of delta-functions 8"i e Xf2,

al — ar_

is the solution of the game G in the set of the TZ'-mixed strategies.

Since the function p is bounded on Cl, the case p ^ 0 can be reduced
to the case above by consideration of the payoff function p + С for
certain С > Q.

Proof. 1) Let us show that 8xi, 8X? are the 7?/-mixed strategies,

i.e., the value p(8"l,8"») is correctly defined. Let us denote A =

aT

+ - al

+ - ar_ + al ф 0. Observe that

al - ar_
р(х\,Х2)8х* dx<i = -j—p'

J — - ; _ , e

Consequently, we have the following equality:

/
J XX\
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cL-S
Analogously,

j p\x-y,X2)oxi axi = -j p(Xi+,X2)

+ (l- ^~^р{х\-,х2) 6 G(n3).

According to (21), we have

ex* i a*

5 • dx\ I o * d>X2

I _ r / I __ I / i __

A

" "Then by Definition 1, 8"l, 8"? are the T '̂-mixed strategies for G.

2) Observe that, see [7],

(23) iafsnppR(vi,V2) ^ supinf pR(vi,V2)-

Let X2 — (pi,P2) С R. Then we have the equality
(24)

~ \ A a+ P{x$+,x2)+(l - п~ . a+)p(xl-,xAv2dx2
Jx2 \ A V A / /

Further, according to the definitions of the product and the integral in
the space 11',
(25)

= / bl

+v2 dx2+(v2, (p(xl+, x2) - b\.
Jpi
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since V2 ^ 0 in %'(Cl2), р(х1,хг) ^bl

+,x< x%, according to (20). Since
p > 0, А ф 0 and (22) holds, we obtain that A > 0. Then (19)-(21), the
equality (24) and the argument similar to (25) gives us the inequality

p 2 fa1 -a1, p / aL-aL

for any T '̂-mixed strategy щ. Consequently,

Analogously, due to inequalities (17), (18) and the equalities (21), we
have

infsupp^ui,^) < + ' л

 + ~.
U 2 U l •"•

Then (23) implies that

(26) maxinf pR(vi,Vi) = aansup pR(vi,V2),
VI «2 V3 Ul

i.e., the solution of GR exists, the maximum and the minimum in (26)
are attained at

a* a*

(27) 1>1 = 5 « and v^ = 5X»,

respectively. According to [7] the pair (27) is the solution of the game
GR. a
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Example 13. Let us consider the game G = (Xi,X2,p) of Exam-
ple 12. Let us put (xl,X2) = (0,0). Then the conditions of Theorem 5
are satisfied, where

ar
+ = 1, al

+ = 0, ar_ = 0, a'_ = 1,

br
+ = 1, bl

+ = 0, br_ = 0, b'_ = 1,

so the pair

(28) SQ1 6 Xf, <$Q2 6 X^,

where the characteristics of the shapes a\, a | of the delta-functions are
given by

2'
is the solution of game G in the set of the 7£'-mixed strategies.

Let us note that the solution (28) admits approximation by the mixed
strategies, see Example 5, and thus, possesses an obvious probabilistic
interpretation.
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