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A. G. Dobryansk i i  (Moscow). Decaying Solutions of a Certain Class of Linear Equations 
(October 18, 1996). 

We consider the equation 
y" - xny = O, (1) 

where n > 0 is an integer, 0 < x < +oc. 
It is known that this equation has solutions y(x) such that 

lira y(x) = O; (2) 
X---~-[-O0 

moreover, two arbitrary solutions satisfying condition (2) are linearly dependent. 

T h e o r e m .  A function y(x) is a nontrivial solution of Eq. (1) satisfying condition (2) if and 
only if 

( n + 3 ~  / ( n + l ~  
y(0)/y'(0) = -r  (n + 2) \ -21 ' 

where F(x) is the Euler gamma function. 

Note that Eq. (1) cannot be solved in elementary or known special functions. The proof is 
performed on the basis of expanding a solution in powers of x and estimates in [1, p. 21]. 
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On the closed interval 0 < x < ~, we consider the boundary value problem 

u t t + e u t + ( 1  +eacos2T)u=ea2uxx  + f ( u ,  ut),  u~lx=o= u~]x=~ ---- 0 , (1) 

where 0 < e << 1, 7 = (1 + eS)t, and the positive parameters a and a and a parameter 5 of an 
arbitrary sign are of the order of unity. The Taylor expansion of the function f (u ,  v) E C ~ at the 
origin contains terms of order >_ 2. As the phase space [the space of initial conditions (u, ut)] of 
problem (1), we take I]d~(0, ~r) • WI(0, 7r) and investigate the existence and stability (in the norm 
of this space) of solutions 27r-periodic in T. 

It was shown in [1] that the problem under consideration can be reduced to analyzing equilibria 
of the so-called quasinormal form of problem (1), which has the form 

~t = - (ia2/2) ~xx - (1/2 + i5)~ + (ia/4)~ + d~l~] 2, ~xlx=0 = ~x]x=. = 0, (2) 

where d is the complex Lyapunov quantity of the equation obtained from (1) for e = O, ~ is a 
complex function, and ~ satisfies the complex-conjugate equation. More precisely, each equilibrium 
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A. N. V e t o k h i n  (Moscow). On a Certain Property of the Upper Central Exponent 
(March 31, 2000). 

For a given positive integer n, we consider the space ~/n ~ of systems of the form 

k = A(t)x ,  x E R n, t E R +, (1) 

where A : R + ~ End R n is a continuous bounded operator function. This space is equipped with 
the topology of uniform convergence of coefficients on R +. Recall that the upper central exponent 
is given by the formula [1] 

m - 1  1 
D(A) = lim lim T---*c~ rn--*~-m-T E l n l Z ( T ( J  + 1)'TJ)I' 

j=0 

where X( t ,  s) is the Cauchy operator of system (1). It was proved in [2] that the Lyapunov upper 
central exponent A(.) treated as a function on the space ~/~ does not belong to the first Baire class. 
Therefore, we encounter the problem of finding the minimal function ~o(.) from the first Baire class 
satisfying the condition A(A) < ~0(A) for any system (1). This problem is solved in the following 
assertion. 

T h e o r e m .  Let the remainder functional ~(.) : ./[~ ---* R belong to the first Baire class on the 
space J / z  and satisfy the inequality A(A) < ~0(A) < f~(A) for any system (1). Then ~o(A) -- f~(A) 
for any system (1). 
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V. A. Za i t sev  (Izhevsk). On the Control for Lyapunov Characteristic Exponents of a Stationary 
System with Observer (March 31, 2000). 

We consider the following stationary linear system with observer: 

~c = A x  + Bu,  y = C 'x ,  (x, u, y) E R n+m+k, (1) 

where A J1 n n .. , -- - ~i=lan+l-~ene*, Jp = (gi~}~,3=l, gi,i+p = 1, i = 1, . n - p ,  andgi3 = 0 for 
j - i 7~ p (0 _< p < n - 1). The control is constructed in the form u = Vy,  which implies the 
system ~ = (A + BVC*)  x. 

Defin i t ion .  System (1) has the property of global controllability of Lyapunov exponents if for any 
~' = (3%. �9 �9 %) E R n, there exists a matrix V such that X (A + BVC*,  A) = A n +'hA'~- 1 + " "  + ~/~, 
where x (A ,  A) is the characteristic polynomial of the matrix A. 

n We construct the matrix G = ~ = 1  ai-lJ*_l, a0 = 1. Let an n x n matrix D have the block form 
( 0  0 )  F 0 ' where F is an ( n - p +  1) x p matrix, p E {1 , . . . , n} .  

T h e o r e m  1. Let x(A-t- D, A) = A n + ~/1A n-1 + . . .  -t-'yn. Then ~/~ = ai - Tr DJ i - IG ,  i = 1 , . . . ,  n. 

T h e o r e m  2. Let C*eie~B = 0 for all 1 <_ j < i < n. System (1) has the property of global 
controllability of Lyapunov exponents if and only if C*Ji_lGB,  i = 1 , . . . ,  n, are linearly independent 
matrices. In this case, the matrix V reducing the characteristic polynomial of the matrix A +  B V C *  [ ( )]" to a predefined polynomial )~n + ,h,V~-I + . . .  + "Yn has the form V = vec -1 P (P*P)-~ (a - 7) , 

where P = [ v e c C * & G B , . . . , v e c C * & _ I G B ]  is an m k  x n matrix, a = (a~, . . .  ,an) E N n, and 
vec H is the operator "extracting" the matrix H by rows in a vector column. 
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E x a m p l e .  Let us consider the  following linear n th-order  equat ion wi th  an observer: 

Z (n) -[- a l z ( n - l )  -.[- a2z (n-2) -I- . . .  -~- anZ 

f4 . (n-p--l) --'-- /~plU~ n-p) -J[- /jp_t_l,1 ($1 - [ - . . .  ~- ~nlU 1 -~-.. .-~- ~pmU(m n-p) (2) 

+ " "  + ~,~mum, z E R,  1 < p < n, 

Yl = c11z + ' "  + %1z (p-0, . . . ,  Yk = ClkZ + ""  + %kZ (p-l), (3) 

U = ( U l , . . . , U m )  e R m, y ---- ( Y l , . . .  ,Yk) e R k. Let u = V y .  O n  t h e  bas is  o f  system (2),  (3),  
we construct  an n x n mat r ix  A, an n • m mat r ix  K = {~ij} in which the  first p - 1 rows are 
zero, and an n x k mat r ix  C = {ci~} in which the  last n - p  rows are zero. Then  system (2), (3) 
with an observer is equivalent to the  matr ix  sys tem (1) wi th  the  mat r ix  B = G-1K,  where the  
correspondence is given by the  relation Xl = z. The  assumpt ions  of Theo rem 2 are valid. Therefore, 
if C*Ji_IK, i = 1 , . . .  ,n ,  are linearly independent  matrices,  then  for any 7 = (V1,...  , • )  E R ~ 

[ ( ))]" the control Y = vec -1 P ( p . p ) - i  Ca _ ~/ , where P = [vec C ' J o g , . . . ,  vec C*Jn_iK], reduces 

system (2), (3) to the  equat ion z (") + 71z (n-O + V2z (n-2) + . . .  + V~z = 0. 

V.  S. S a m o v o l  (Moscow). Transformations of Invertible Systems (April 7, 2000). 

We consider the  problem on the  possibility to reduce a real sys tem of ord inary  differential 
equations 

Jc = Ax  + F(x) ,  IIf(x)ll = o(llxll), (1) 

of the  class C ~ in a ne ighborhood of a nondegenera te  saddle singular point  of the  space R '~ with 
the  use of a nondegenera te  invertible diffeomorphism 

x = H ( y )  

of class C k (k > 1) either to the  normal  form 

(2) 

~t = P(y) (3) 

(the local Ck-normalizat ion),  where P(y) is a polynomial  consist ing of resonance terms,  or to the  
linear form 

~I = Ay (4) 

(the local Ck-linearization). 
It is of interest to consider the  case in which sys tem (1) is invertible, i.e., there  exists a nonde- 

generate mat r ix  B such tha t  

A B  = - B A ,  F ( B x )  = - B F ( x ) .  

In this case, B is referred to as the  au tomorph i sm mat r ix  of system (1). It  is impor t an t  to preserve 
the invertibility under  the  t ransformat ion (2), which is provided by the  condi t ion 

H(By)  = BH(y) .  (5) 

It is known tha t  problem of local smooth  normalizat ion of system (1) can be solved wi th  the  
use of the  S te rnbe rg -Chen  theorem [1]. A condit ion imposed on the normal  form of sys tem (1) and 
sufficient for its local Ck-linearization was given in [2] [the condi t ion S(k)]. 

T h e o r e m  1. I f  the automorphism matrix B of system (1) satisfies the condition 

B ~ = E ,  (6) 

where E is the identity matrix and m > 0 is an integer, then for system (1), there exists a trans- 
formation (2) satisfying condition (5) and reducing it to the normal form (3). 
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